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Abstract 

A sign language recognition system for low-resource Sinhala Sign Language using Leap 

Motion (LM) and Deep Neural Networks (DNN) has been presented in this paper. The study 

extracts static and dynamic features of hand movements of Sinhala Sign Language (SSL) 

using a LM controller which acquires the position of the palm, radius of hand sphere and 

positions of five fingers, and the proposed system is tested with the selected 24 letters and 6 

words. The experimental results prove that the proposed DNN model with an average testing 

accuracy of 89.2% outperforms a Naïve Bayes model with 73.3% testing accuracy and a 

Support Vector Machine (SVM) based model with 81.2% testing accuracy. Therefore, the 

proposed system which uses 3D non-contact LM Controller and machine learning model has 

a great potential to be an affordable solution for people with hearing impairment when they 

communicate with normal people in their day-to-day life in all service sectors.   

Keywords: Sinhala Sign Language, Deep Neural Networks, Naïve Bayes, Support Vector 

Machine, Hand Gesture Recognition, Sign Language Classification, Leap Motion Controller 

 Introduction 

Over 430 million adults and 30 million children of the world population experience 

profound hearing loss ranging from mild to hard [1]. As with Sri Lanka, there are over 

300,000 hearing impaired people, however the World Health Organization has revealed that 

9% of the Sri Lankan population has loss of hearing [2]. With the limitation of social 

acceptance, barriers in effective communication, lack of support in Sinhala sign language to 

Sinhala language interpretation have become a major constraint for a person with hearing 

impairment, to get required services efficiently including access to public education and 

public health services in the country. Especially during the spread of COVID-19, 
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communication for many people who are deaf or hard hearing, has become even more 

difficult with protective masks which blocks the facial expressions and lip reading which are 

vital for their communication. 

Research on Sign Language recognition has been carried out for many sign languages 

using different machine learning techniques. Hidden Markov Model (HMM) which was 

widely used for pattern recognition systems [3], [4] has been applied in sign language 

recognition systems. HMM has been used for recognition of vocabulary with 53 signs in 

American Sign Language using videos [5] and the study has recorded a 90% accuracy.  A 

HMM based sign language recognition system has been developed to recognize 26 words in 

Chinese Sign Language [6]. Furthermore, HMM based model has been developed to 

recognize 20 isolated words from Standard Arabic Language [7]. A sign language interpreter 

with real-time gesture recognition has been presented using HMM for 51 fundamental 

postures, 6 orientations and 8 motion primitives in Taiwanese Sign Language [8]. With the 

advancement of artificial intelligence, various studies have been conducted on sign language 

recognition using machine learning techniques. An Artificial Neural Network (ANN) model 

has been constructed for recognition and classification of signs in Spanish Sign Language 

using a low-cost glove to capture the hand movements [9]. A sign recognition model based 

on Principal Component Analysis and ANN has been proposed using images captured with 

3MP camera [10] where the data in the study included 15 images per sign, however results of 

the study was not impressive due to lack of data in the training of the ANN model. Kang 

et.al. [11] proposed a real time finger spelling system using Convolutional Neural Network 

(CNN) and depth maps with 1000 images. Authors in this study have analysed 31 various 

hand signs including fingerspelling of letters and numbers. Support Vector Machine (SVM) 

algorithm has also been widely used for both static and dynamic gesture classification. Other 

machine learning algorithms which have been used for hand gesture classification include k-

nearest neighbour, random forest, Naive Bayes classifier and linear discriminant analysis. 

A very limited number of previous studies were available for recognition and 

interpretation of Sinhala Sign Language (SSL) and therefore, real-time Sinhala Sign 

Language recognition still remains as an open problem. A real-time translation between SSL 

and Sinhala Language using dynamic time wrapping and nearest neighbour classification-

based gesture identification algorithm [12]. Authors have further conducted an integrated 3D 

simulation with a chat module allowing users to exchange messages via words or sign based 
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simulations. A real time SSL translator has been developed based on letter-based signs using 

image processing and machine learning [13] where a database of hand gestures representing 

26 categories have been created and those digital images have been processed, recognized 

and classified by a CNN with 91% validation accuracy.   

In this paper, a Sinhala Sign Language recognition system using Naive Bayes 

classifier has been proposed. A compact and low-cost leap motion sensor has been used to 

capture hand gesture data against the existing different data capturing methods like 

CyberGlove [14] or Microsoft Kinect [15] which used in sign language recognition systems. 

The sensory data obtained from the Application Programming Interface (API) of the leap 

sensor have been examined and calibrated, and the features of hand gestures of Sinhala signs 

have been derived. Proposed system has been trained, validated and tested with the collected 

data representing 30 hand signs of letters and words in Sinhala Language. The study records a 

convincing training and testing accuracy. Further a real-time experiment is also conducted 

with the proposed Sinhala Sign Language recognition system for selected signs and results 

are presented here. 

 Data Acquisition 

2.1 Sinhala Sign Language 

Conversational gestures in SSL were the preferred method in communication 

compared to fingerspelling gestures. This can be used to express a word or a phrase in 

comparison to the letter to letter translation in fingerspelling method. Compared to grammar 

rules in Sinhala Language, SSL has very limited number of rules to accommodate complete 

interpretation of a phrase or a sentence in Sinhala Language. Fingerspelling alphabet contains 

finger signs to represent 60 characters in Sinhala Language and this uses phonetic 

pronunciation of a word since one-to-one correspondence between more than 1000 potential 

Sinhala letters and finger spelt is hard to construct. The fingerspelling system in SSL breaks 

down the union of consonants, vowels, and phonemes of Sinhala letters and represents each 

element as a distinct handshape [16]. For an example, to create the word “Sri Lanka” in 

Sinhala language (ශ්රී ලoකා), finger spelt form needs to represent eight phonemes that 

leads to eight corresponding handshapes such as (ශ් + ∪  + ඊ) ( ල් +අ ) ( o ) ( ක් + ආ ) [16]. 

Due to phonetic pronunciation nature of Sinhala Language and directional rotations in SSL, 
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the sliding of hands in different directions, make SSL recognition more complicated. English 

fingerspelling which is based on British Sign Language is also used in Sinhala Sign Language 

[17]. SSL requires decoding of a given number into the place value system in hand spelling 

unless otherwise there is a sign representing the number. 

2.2 Image-based Sign Recognition 

A large number of sign language recognition researches were based on image 

processing and recognition. This mainly consists of two processes: detection of hand gesture 

images of signs using image processing algorithm and classification of signs into respective 

language using a classification algorithm. In image-based sign recognition systems, images of 

handshapes were captured by a camera pointed at a person [18], [19]. Although this method 

has a minimum user adaptation to the sign language recognition system, those systems have 

inherent limitation in capturing, pre-processing and feature extraction of images mainly due 

to computational limitations and added overheads during pre-processing of data when 

removing distracted noise from unwanted background objects. In order to avoid the 

overlapping between hand and head of signer when image is captured, the camera is 

generally mounted above the signer. To reduce the complexities in mathematical 

computational in determining convexities of images, the methods such as data glove devices 

and color markers have been used in data acquisition aiming at extracting accurate gesture 

features from handshapes [20]. These systems include a pair of gloves with optical sensors 

that run full length of each of the five fingers attached to it. The glove device then turns 

finger movements to electrical signals which determines the hand postures. 

Image processing-based sign recognition in Sinhala Sign Language has been 

researched by few researchers. A prototype of an image-based Sinhala sign language 

recognition mechanism has been developed using HMM and this converts dynamic gestures 

into predefined words or phrases in Sinhala Language. A model for translation of hand signs 

of SSL has been presented using a convolutional neural network (CNN). The study has used a 

total of 1170 images of hand gestures for training and testing of the CNN model which has 

given 91% validation accuracy. 

2.3 Sensor-based Data Acquisition 

Hand tracking devices with arrays of sensors have been used recently in sign language 

recognition researches. After collecting hand gesture data through an array of sensors, 
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machine learning models were used to classify those hand gestures. A depth sensor-based 

real-time hand pose estimation framework has been proposed to recognize first ten digits in 

American Sign Language (ASL) [21]. In this model, authors have used a hand model with a 

hierarchical skeleton for sign recognition and a model using artificial neural networks, 

support vector machine has been utilized as a pose classifier. Kinect sensors with high 

performance 3D image capturing have been used for a gesture recognition system focusing 

on fingertip positions [22]. Multiple low-cost Leap Motion sensors have been employed in 

HMM based ASL recognition System which was developed to recognize 10 different digits 

in ASL [23].  

A glove-based data acquisition technique has also used as another approach wherein 

the position and orientation of hands were recognized using a special glove equipped with 

several sensors worn by a user. Instrumented glove specially designed for sign language 

detection use sensors like accelerometer and proximity sensor mounted on the glove for 

measuring hand movements. The complexity of glove-based sign language recognition 

system heavily depends on number of sensors embedded in the glove and the spacing 

between those sensors. The number of data channels increases according to the number of 

sensors embedded in those gloves. Using sensors for data acquisition facilitates direct access 

to data pre-processing and easy conversion of raw data into a required data format. This also 

eliminates the environmental and background noises which influence on data at the data 

capturing process.  

Leap Motion Controller (LMC) which has been recently used for acquiring data of 

finger and palm position, orientation, movement and speed in a 3D space, transfers data into a 

3D space with a skeletal representation [24]. LMC comes with an application Programming 

Interface (API). A machine learning based hand gesture recognition system has been 

developed using a Kinect sensor with a LMC to recognize 28 Arabic alphabet signs in the 

Arabic Sign Language A similar study was conducted to recognize 10-digit gestures using 

LMC and SVM classifier [25] and a better performance has been recorded with a histogram 

of oriented gradient features from LMC data. Alphabet detection in ASL for static hand signs 

has been presented using decision tree algorithm and genetic algorithm.  

However, recognition of a hand gesture of sign language is challenging due to varying 

finger, hand movements, changes in speed of hand movement and hand position variations. In 



Priyantha Kumarawadu, Mohamad Izzath 

Journal of Artificial Intelligence and Capsule Networks, March 2022, Volume 4, Issue 1 59 

 

this research, LMC has been used in both static and dynamic handshapes recognition with a 

Naive Bayes classifier. 

 Proposed SSL Recognition System 

The main objective of this research was to develop a Sinhala Sign Language 

interpreter which translates Sinhala hand signs into Sinhala language. Although there were 

very limited number of research on SSL recognition they were mostly on static Sinhala Signs. 

In this paper, the proposed SSL recognition system is capable of handling both static and 

dynamic Signs of SSL. The system captures hand gestures through LMC, and processes 

captured information, identifies corresponding words and phrases reference to the 

communication in SSL and displays them as a message in Sinhala Language enabling non-

SSL speaker to understand and interact with a hearing-impaired person. 

3.1 LMC and its API 

In this study, a leap motion sensor was utilized to collect the hand signs of Sinhala 

Sign Language at an intimate proximity. A higher precision and a tracking rate was obtained 

here. LMC directly captured the skeletal data of hand signs including position of the hand, 

fingers, rotation and velocity of hands based on the coordinate system of the sensor. The data 

captured through LMC was pre-processed, organized in a vector form and stored as a 

reference data for recognition model. Each static sign or dynamic gesture sign has been 

represented as an object using a 3-dimensional vector considering its direction and position in 

the Euclidian space of the LMC display. API that came with the LMC was used to transmit 

data to a pre-processing module which was developed in this study. For effective use of 

LMC, hand movement were performed at about 2 feet above the sensor. A total of 23 features 

were extracted and were used as input to the classier. 

3.2 Classifier Development 

In this study, the proposed DNN model was compared with a Naïve Bays model and a 

multi-class SVM model for prediction of Sinhala Sign Language.  

DNN model was implemented in Python using Keras and TensorFlow open source 

libraries. The proposed DNN consisted of one input layer with 23 input nodes, two hidden 
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layers with each 128 nodes and an output layer with 30 nodes. Densely connected hidden 

layers used the rectified linear unit (ReLU) activation function as given in Equation (1)  

𝑅(𝑧) = max⁡(0, 𝑧)                                                 (1) 

where the output is zero when z is less than zero and output is equal to z when z is 

above or equal to zero. In order to handle the multiclass classification problem, the output 

layer with 30 nodes were implemented with Softmax activation function which returns an 

array of 30 probability scores that sum to 1 as given in the Equation 2. 

𝜎(⁡𝑧⁡)𝑖 =⁡
𝑒𝑧𝑖

∑ 𝑒
𝑧𝑗𝑘

𝑗=1

                      (2) 

where 𝑧 is the input vector from previous layer to the Softmax function and 𝑘 is the 

number of classes in the multi-class classifier. In the proposed DNN model, 𝑘 is equal to 30 

classes. All four layers of proposed DNN model used Adam optimizer with a learning rate of 

0.001, an exponential decay rate of 0.9 for the first moment and an exponential decay rate of 

0.999 for the second moment. Since the classification classes are mutually exclusive, the 

sparse categorical cross-entropy loss function was used. 

The Naive Bayes classifier was selected due to its implementation simplicity, faster 

computational speed and higher performance efficiency in small data sets without 

compromising its classification accuracy. Further the independence of each feature of a sign , 

the non-interaction between each other and the  low sensitivity to noise were some of the 

other reasons for Naïve Bayes classifier to be selected in sign language recognition. The 

classier was based on the Bayes Probability rule which is given in the Equation 3. 

𝑃(𝑌/(𝑋1, …𝑋𝑛)⁡ =⁡
𝑃(𝑋1,……..𝑋𝑛/𝑌)𝑃(𝑌)

𝑃(𝑋1…….𝑋𝑛)
                        (3) 

For a given data matrix 𝑋 = 𝑥1 +⁡𝑥2 +⋯ .+⁡𝑥𝑛⁡where 𝑥 was a dependent feature 

vector with dimension n where 𝑛 was a number of features in the sample, and the probability 

of observing, class 𝑦, is 𝑃(𝑦/𝑋) assuming that all features of 𝑋 were mutually independent 

When creating the classifier model, the probability of a given set of inputs for all 

possible values of variable y was calculated and picked the output with maximum probability 

as in the Equation (4).  

𝑎𝑟𝑔𝑚𝑎𝑥𝑦𝑃(𝑦)∏ 𝑃(𝑥𝑖/𝑦)
𝑛
𝑖=1             (4) 
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The third classier that was tested in this research was a SVM based classier which 

obtains a hyperplane 𝐻0⁡that maximises the separation of input data to their respective classes 

as given in the Equation (5). 

𝐻0 =⁡𝑊𝑇𝑥𝑖 + 𝑏 = 0                    (5) 

where 𝑥𝑖 is the input vector, 𝑊 is the weight factor and 𝑏 is the bias. Therefore, the 

linear classifier is defined as: 

𝑓(𝑥) = 𝑠𝑖𝑔𝑛(𝑊𝑇𝑥 + 𝑏)                     (6) 

Since the classification problem under investigation in the paper belongs to multiclass 

classification with 30 classes, one vs All (OVA) techniques that formulated multiclass 

classification problem into sub binary classification was used while the final prediction was 

done through majority voting.   

3.3 Proposed System Architecture 

The architecture of the proposed system is shown in Figure 1. This comprises three 

major components: builder, interpreter and classifier. The system architecture was all 

managed and executed with the help of leap service of LMC which was connected with the 

Interpreter and the Builder through the API service of LMC. The gestures were recognized 

using the builder application and they were saved in a dataset. 

 

Figure 1. Architecture of the Proposed System 
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Figure 2. Sinhala Language Sign Alphabet 

 

Figure 3. Test Case 4 (T4): Recognizing the letter “ඉ” 

 

Figure 4. Test Case 25 (T25): Recognizing the word “නිවස” 
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Interpreter was responsible in recognizing a sign from the dataset and displaying the 

text output of the sign. Builder created the Sinhala hand signs, trained the data and saved the 

gestures in the dataset. Utilities application was used to help the classifier to extract features 

from hand gestures. Classifier was used to train the dataset value and to normalize hand 

gesture data received from leap motion controller using its leap service. Dataset was the 

storage and this was used to store the recognized values from the leap motion controller.  

This stored the raw data representing hand gesture values of palm and fingertips in a numeric 

way. 

 Experiment and Results 

All machine learning experiments and the application in this study were built using 

Keras and TensorFlow Python libraries. The complete application consisted of three major 

system components: Interpreter, Builder and Classifier.  Three classifiers which were 

experimented in study were DNN classifier, Naïve Bayes Classifier and  SVM based 

classifier which were trained and tested to classify a number pre-identified Sinhala signs and 

words which have been pre-identified for feature extraction. A total of 1862 data sets 

representing hand signs of Sinhala alphabet and some words have been used in this study. 

Four signers who performed hand gestures were instructed to keep their hands 40 cm above 

the LMC. Data dictionary in this research represented data equivalent to Sinhala signs of only 

24 selected letters in Sinhala alphabet and hand signs of 6 Sinhala words as shown in Figure 

2. Each sign was performed about 60 times and data set which was built for classification 

included about 60 data samples per sign in the data dictionary. Training data set which was 

used for parameter setting of the classifier constituted to 70% of total data. Validation data set 

used for parameter tuning of the classifier was 10% of total data and remaining 20% of data 

was used for testing the classifier. Table 1 represents the data samples selected for the study, 

English sound or English meaning of Sinhala words and number of data samples of each sign. 

Pre-processing of cartesian space data which were obtained from Software Development Kit 

(SDK) of LMC controller via LMC’s API was performed prior to start training and testing of 

machine learning model. After the recognition of the sign, classifier module sent the 

information to the display module to display the corresponding Sinhala alphabet character or 

Sinhala word which allows a non-sign language speaker to understand the hand sign 

expression of a hearing-impaired person. 
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DNN based Sinhala Sign Language classifier recorded an overall training accuracy 

and overall testing accuracy were 93.7% and 89.2% respectively for the preselected signs 

which were used for the experiment whereas the testing accuracy of DNN classifier of 

individual signs varied from 86.7% to 92.3% as in the Table 1. Furthermore, average training 

and testing  accuracies of Naïve Bayes classifier were 77.8% and 73.3% respectively, and the 

training and testing accuracies of SVM based classifier were 87.1%  and 81.2% respectively. 

A total of 372 signs were used as test cases. A similar number of data samples were used in 

training and testing for each sign as in Table 1. In addition, the real time testing was 

performed using new signers who were not used during the data collection process. When 

performing hand gestures, all signers were instructed to maintain the same distance from the 

LMC and the same hand movement speed was maintained as the signers who performed hand 

gestures in the data collection process. The results obtained during the real time experiment 

of the prototype model were shown in Figure 3 and Figure 4. This illustrates how the system 

has recognized the two signs of Sinhala character “ඉ” and Sinhala word “නිවස”. The 

corresponding Sinhala meanings were displayed on the connected display screen as shown 

above. 

As depicted in the Table 1, Deep Neural Network based SSL classifier reported the 

highest overall testing accuracy of 89.2% when compared to the Naïve Bayes classier and 

SVM classifier. Furthermore, it was noted that the proposed DNN based classifier resulted 

average SSL recognition accuracy, sensitivity and specificity for pre-selected letters and 

words were over 89%. 

Table 1. Results for a selected number of Sinhala signs and words 

Case #  Sinhala 

Sign  

English 

sound/word 

Total 

Data 

Samples 

Testing Accuracy (%) 

DNN Naïve 

Bayes 

SVM 

T1 අ A 60 92.3 74.3 83.2 

T2 ආ Ã 60 91.5 75.2 81.7 

T3 ඇ Æ 60 90.3 72.4 87.3 

T4 ඉ I 60 89.3 70.2 81.3 

T5 උ U 60 90.5 72.7 78.1 

T6 එ E 60 91.3 71.4 80.2 

T7 ඔ O 60 91.4 75.1 78.3 

T8 ක Ka 60 87.3 69.4 83.1 
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 Conclusion 

The main objective of this study is to design and develop a Sinhala Sign Language 

recognition system using a machine learning algorithm and facilitate the communication 

between a person with hearing impairment and a person with normal hearing through a real 

time conversion of hand gestures and displaying the corresponding meaning in Sinhala text 

on a display screen. During the pre-research, it is found that there are very limited researches 

conducted on real time Sinhala Sign Language recognition and translation to Sinhala text. 

This was the main motivation behind this study. A low-cost Leap Motion Controller is used 

for feature extraction and handshape tracking. All hand gestures are performed at a constant 

height above the LMC in order to unify data capturing condition which was one of the 

limitations of the study. A Deep Neural Network based Sinhala Sign Language recognition 

system is developed and the results of DNN classifier are compared with two other 

classifiers: Naïve Bayes and SVM for benchmarking purposes. The DNN based classifier 

T9 ග Ga 60 87 73.1 79.8 

T10 ච Ca 62 86.8 71.2 78.3 

T11 ට Ta 62 88.1 69.6 85.3 

T12 ඩ Da 60 91 74.2 80.3 

T13 ත Ta 60 90.3 72.9 84.1 

T14 ද Da 60 89.5 77.6 82.8 

T15 න Na 62 90.2 71.8 80.1 

T16 ප Pa 60 90.4 74.3 77.5 

T17 බ Ba 62 91 73.4 79.4 

T18 ම Ma 62 86.8 71.7 80.4 

T19 ය Ya 62 86.8 72.5 81.9 

T20 ර Ra 60 87.9 76.1 81.6 

T21 ල La 62 88.3 75.7 82.5 

T22 ච Va 60 89.3 73.4 82.1 

T23 හ Ha 60 90 77.3 80.5 

T24 ස Sa 60 90.3 69.7 80.9 

T25 නිවස House 68 86.7 74.1 77.9 

T26 ඇඳ Bed 68 88.1 73.5 81.5 

T27 ස්තුතීයි Thank you 68 88.9 77.1 82.6 

T28 දුරකතනය Telephone 68 89.3 70.5 78.9 

T29 බල්ලා Dog 68 89.3 73.1 81.6 

T30 අපි We 68 87.9 74.5 82.1 

Average Testing Accuracy (%) 89.2 73.3 81.2 



SINHALA SIGN LANGUAGE RECOGNITION USING LEAP MOTION AND DEEP LEARNING 

ISSN: 2582-2012  66 

 

produces an impressive overall accuracy in Sinhala Sign Language recognition for a selected 

number of Sinhala alphabet and words.  

As future works, a combination of general position of hands and speed at which the 

hand signs are performed could be investigated. This will enhance the flexibility of 

performing hand signs, the recognition of complex and dynamic sign expressions. 

Furthermore, computational complexity of the classification model and its efficiency will be 

investigated. 
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