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Abstract 

Air pollution is a great concern to mankind and is causing too many adverse effects on 

every living organism on earth by increasing lung diseases, skin diseases, and many other 

problems caused by it. This research presents a comprehensive study on the application of 

heterogenous ensemble learning techniques for PM2.5 concentration prediction, aiming to 

enhance prediction accuracy and provide insights into the driving factors behind pollution 

levels. The primary objective is to conduct a comparative analysis of heterogenous ensemble 

method, namely, blending and stacking in conjunction with individual base models, such as 

multiple linear regression (LR), decision trees (DT), support vector regression (SVR) and 

artificial neural networks (ANN). In total 28 models were created using blending and 28 models 

were created using stacking. Hyperparameter tuning is done to optimize the models.  

Keywords: PM2.5 Prediction, Support Vector Machine, Decision Tree, Multiple Linear 

Regression, Artificial Neural Network, Ensemble Learning, Stacking, Blending. 

1. Introduction 

The growing world of today faces a serious threat from air pollution. The concentration 

of harmful chemicals in the atmosphere and growing industrialization are to blame for the 

increasing toxicity of the air. An estimated 1.6 million deaths in India were attributed to air 
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pollution in 2019[1]. In recent years due to increased growth, urbanization and improved 

lifestyle in Guwahati city air pollution have increased tremendously. Guwahati has one of the 

highest black carbon pollution levels in the world [2].  

The concentration of PM2.5 in Guwahati is much higher than the permissible limit. 

PM2.5 are particulate matter with width having diameter of less than 2.5 microns, or even lesser 

than that. The particles are suspended in the air in solid and liquid form. Example, ash, soot, 

dust, etc. The incredibly small size of the particulate matter allows it to easily enter the 

respiratory system and travel all the way to the lungs. There are many short-term and long-term 

health effects associated with PM2.5 exposure. Short-term health issues including irritation in 

throat, lung, and nose, as well as cough, sneezing, etc. Long-term effects may be serious health 

issues related to lung function, asthma and heart diseases[3]–[5]. The monitoring stations 

monitor PM2.5 and determine the AQI (air quality index) according to it. Government uses 

AQI numbers to show the quality of air to the public. It is shown in Table 1[6]. Increase in AQI 

means increase in air pollution and vice versa. According to Central Pollution Control Board 

(CPCB), air quality is categorised as six groups, namely, good, satisfactory, moderate, poor, 

very poor and severe.  

Majority of these deaths were caused by particulate matter 2.5 (PM2.5) pollution. 

Monitoring air pollution is an important task and to solve the task machine learning (ML) 

models can be used. By applying different types of machine learning models air pollution 

analysis and prediction and forecasting of pollutants can be performed. The techniques used in 

machine learning can been effective in developing prediction models for forecasting air 

pollution. Several computational models that are based on machine learning paradigm and soft 

computing have been used to perform PM2.5 prediction and analysis. Support Vector Machine 

(SVM) [7], Neural Network, and other supervised machine learning approaches  [8], [9] have 

found to be perform better for air pollution prediction than traditional arithmetic methods like 

Ridge Regression, Logistic Regression with respect to accuracy and error metrics. However, 

ensembled learning methods are based on a learning paradigm which combines various 

machine learning techniques. Ensembled learning can be homogenous or heterogenous [10]. 

Stacking is a well-known ensemble approach that is used to predict multiple models or learning 

algorithms via a meta model to produce an optimal predictive model. Stacking is primarily 

used to improve the model performance. The main rule of stacking is that it takes the output of 
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sub-models as inputs and learned about how to best combine the inputs predictions to make a 

better output prediction. 

Table 1. AQI Values of PM2.5 

Category of AQI AQI 

 

 Index Value 

Breakpoints for PM2.5  

(μ/m3,  average observed in 24 

hours) 

 

Good 0 to 50 0.0 to 30.0 

Satisfactory 51 to100 31 to 60 

Moderate 101 to 200 61 to 90 

Poor 201 to 300 91 to 120 

Very poor 301 to 400 121 to 250 

Severe 401 to 500 250+ 

 

By stacking, the current accuracy can be increased and a model that is superior to all 

individual intermediate models can be produced. Blending is an ensemble machine learning 

algorithm. It follows the same approach as stacking, but the difference between stacking and 

blending is that stacking uses out-of-fold predictions for the train set of the next layer (known 

as the meta-model), and blending uses a validation set to train the next layer. Blending helps 

to improve performance and increase accuracy. Blending determines how to optimally 

integrate the predictions from several contributing ensemble member models through the use 

of a machine-learning model.  Use of ensembled learning outperforms single classifiers and 

regressors[11], [12]. 

Using heterogenous ensemble, the model is designed to predict the PM2.5 

concentration. [13]Ensemble learning techniques has shown lots of potential in the field of air 

quality prediction due to their ability to combine multiple models for improved accuracy and 

prediction [14]. Inclusion of several base models provide a basis for comparison. These simple 
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models include various linear models, SVM, DT, ANN and LR. Each base model is trained 

using the training data and tuning is done using appropriate hyperparameters. 

The models  is evaluated using Mean Absolute Error (MAE), Root Mean Square Error 

(RMSE), Mean Squared Error (MSE) and Root Mean Squared Logarithmic Error (RMSLE) 

[15]. These measurements help to gather information about the model's accuracy, precision, 

and fitness quality. The literature review, methodology and results and discussion are explained 

in the sections below. 

2. Related Work 

The best method for AQI prediction to support climate control is found in this 

research[16]. Support vector regression (SVR), random forest regression (RFR), and 

multivariate analysis (MAA) are the three different approaches that are suggested. It was 

discovered that Cat Boost regression produced the best accuracies for New Delhi and 

Bangalore, whereas SMOTE produced the lowest RMSE values for Kolkata and Hyderabad. 

The research's innovation is that SMOTE is used to balance the dataset and the best regression 

models were chosen after careful investigation. The study in [17] reviews several modelling 

strategies and data processing techniques to increase the efficiency of any model. Deterministic 

models are used to forecast air quality; WRF models are used to make predictions about the 

atmosphere; statistical approaches are used to evaluate relationships between air quality and 

air pollution elements; and regression models are used to forecast concentration levels of 

pollutants. Recent advances in machine learning and artificial intelligence have enabled more 

intelligent predictors.  

The study [18]reviews various modelling strategies and data processing techniques to 

increase the efficiency of any model. Deterministic models are used to forecast air quality; 

WRF models are used to make predictions about the atmosphere; statistical approaches are 

used to evaluate relationships between air quality and air pollution elements; and regression 

models are used to forecast concentration levels of pollutants. The [6] thesis forecasts the Delhi 

Air Quality Index for a few future time periods using a variety of time series forecasting 

techniques. The levels of particulate matter (PM2.5 and PM10), sulphur dioxide (SO2), carbon 

monoxide (CO), and nitrogen dioxide (NO2) have been forecasted for a particular selected 
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region in Delhi. The study's conclusions also cite a number of secondary sources that shed light 

on the basic issues surrounding air pollution. One model employed a gated recurrent unit, while 

the other used a combination of decision trees, linear regression, long short-term memory, and 

gated recurrent units. The mean square error, root mean square error, and mean absolute error 

are performance indicators that are used to determine error rates. Certain variables exhibit 

improved overall performance when two models are integrated. A method for predicting air 

pollution using a long-short-term memory (LSTM) recurrent neural network is presented in the 

research carried out [7]. Based on its concentration over the previous hours and average traffic 

statistics, this approach is used to forecast the concentration of a certain air pollutant for the 

following day. The proposed method was experimentally evaluated by contrasting the 

suggested approach with the ARIMA model, multilayer perceptron, standard recurrent neural 

networks, and LSTM. To predict the level of air pollution the following day, the recommended 

strategy should be put into reality using medical diagnostic instruments and air pollution 

monitoring equipment. 

3. Proposed Work 

The workflow diagram of the research  is given in Figure.1. 

 

Figure 1. Workflow Diagram of the System 
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3.1 Data Source         

Data from Guwahati's Continuous Ambient Air Quality Monitoring Station 

(CAAQMS) was gathered for this study from the Pollution Control Board, Assam, which is 

situated at Bamunimaidam. Data from time series are used. The data set includes Guwahati 

city's CAAQMS data for the three-year period ending in December 2022. There are 33067 data 

used in total. The parameters used in the study are given in Table. 2. The descriptive statistics 

indicates that there is no high value of skewness in data. It indicates that there is no sharp 

increase in the data. The high value of kurtosis in PM2.5 indicates the presence of data 

discontinuities. The proposed ensemble model aims at predicting the 1 hour ahead PM2.5 

concentration for classification and regression.  

3.2 Data Preprocessing 

In preprocessing the data is cleansed through processes such as filling in missing values 

or resolving the inconsistencies present in the data. Outlier classification is applied in the 

preprocessing to detect the maximum and minimum outliers. It is found that RF has highest 

number of missing values and RH, SR and BP have least missing values. Interpolation is 

performed with the help of an imputer function. The strategy that is used here is mean value. 

Outliers are detected using Inter Quantile Range (IQR). Quantile based flooring and capping 

is used to deal with the outliers. The boxplot for outliers is shown in Figure 2. The data contains 

multiple inputs having different units. It is important that all the data are scaled into a particular 

range so that all attributes get equal weightage.  Normalization is done so that an attribute 

having lesser significance with a large scale doesn’t suppress another attribute of greater 

significance. After outlier classification, the last stage in data preprocessing is 

normalization[19]. In the normalization process, minmax normalization is done. 

                      Xscaled =
X−Xmin

𝑋𝑚𝑎𝑥−𝑋𝑚𝑖𝑛
∗ (𝐷 − 𝐶) + 𝐶            (1) 

Table 2. Summary of Measurement Site and Observed Attributes 

Measurement Site Type Attributes 

Guwahati City 
Meteorological 

conditions 
Rainfall, temperature, pressure, 

wind direction, wind speed, 
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and relative humidity 

 Criteria gases NO2, SO2 

 Particulates PM10, PM2.5 

 

 

Figure 2. Detection of Outliers 

3.3 Feature Selection 

  Feature selection is the process of selecting a subset of attributes from the dataset that 

contains the most relevant information for performing the prediction. Researchers suggest that 

reducing the number of input variables helps to lower the computational cost of modelling and 

hence improves the prediction capacity. Correlation matrix is used to check for correlation 

between features and hence determine the optimal number of input variables. It can be observed 

from Figure 3 that the attributes are not highly correlated. Correlation is very less. So, all the 

attributes present in the dataset is considered. Feature extraction is performed if there is 

redundant data. It involves selecting the optimum attributes. Many machine learning models 

have been found to perform better when their distribution is normal. When skewness is 

detected, they perform worse. Therefore, it's critical to determine whether there is skewness in 

the data and to apply mappings and transformations to change the skewed distribution into a 

normal distribution. Figure 3 shows the skewness values of different features. It is observed 
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that RF has the highest skewness and AT has the lowest skewness. Logarithmic transformation 

is used to reduce the skewness.  

 

Figure 3. Correlation Matrix 

3.4 Model Training 

To assess the model's performance, the dataset is split into training and test sets. Thirty 

percent of the data is used for testing, while seventy percent is used for training. The model is 

tested and its generalizability assessed using the cross-validation approach, specifically the k-

fold cross validation. Scikit-Learn library and Python library is used to build 56 models:(28) 

using stacking and (28) using blending to predict PM2.5   concentration. In order to reduce the 

error rate hyperparameter tuning is fitted into the models. RandomSearchCV and 

GridSearchCV is used to perform hyperparameter tuning. 10-fold cross validation (10-CV) was 

done to obtain an enhanced evaluation of training accuracy. Using this method, the training 

dataset is divided into 10 subsets. Out of the 10 subsets, 9 are used for training each model and 

1 subset is used as testing dataset. This process is repeated 10 times representing ten folds in 

10-CV. Stacking and blending as the ensembled techniques is used. Here future predictions are 

enhanced and improved by learning the mistakes of the past predictions. The base learner 

parameters were as follows: ANN [20] uses Multi -Layer Perceptron with three hidden layers: 

5, 5 and 10 nodes respectively. Rectified Linear Unit (ReLU) is used as the activation function 



                                                                                                                                             Shrabani Medhi, Pallav Kashyap, Akansha Das, Jitjyoti Sarma 

Journal of Artificial Intelligence and Capsule Networks, December 2023, Volume 5, Issue 4 489 

 

and Adam optimizeris used in adjusting the learning rate . Maximum iteration was set to 2000. 

For SVM, RBF kernel is used and regularization of 100 is used. For DT, criterion=MSE is 

used. 1-100 estimators is used for homogenous ensembling. To evaluate the models MAE, 

MSE, R2 score and RMSE are used[21], [22].  

Table 3. Error Metrics of Non-Ensembled Models 

Non-

ensembled 

Model 

MAE MSE RMSE RMSLE Accuracy 

Score 

SVM 16.391 1046.676 32.352 0.44 0.752 

LR 15.334 990.775 31.476 0.465 0.753 

DT 15.457 1040.084 32.25 0.462 0.743 

ANN 13.151 809.677 28.454 0.38 0.808 

 

4. Results and Discussion 

In Table 3 the performance of non-ensembled models, namely MLR, DT, SVM and 

ANN is shown based on error metrics. SVM is a model commonly used for both regression 

and classification tasks. In this case, it performs reasonably well, with an accuracy score of 

0.752. However, its MAE, MSE, and RMSE values are relatively high, suggesting that there 

might be room for improvement in terms of prediction accuracy and precision. LR is similar to 

SVM in terms of performance, with an accuracy score of 0.753. The MAE, MSE, and RMSE 

values are slightly better than SVM, indicating slightly better prediction accuracy. The 

accuracy score of DT is slightly lower than SVM and LR. The MAE, MSE, and RMSE values 

are also similar to those of SVM. The Artificial Neural Network outperforms the other models 

in all aspects. It has the lowest MAE, MSE, RMSE, and RMSLE values, indicating the highest 

prediction accuracy and precision. Additionally, it has the highest accuracy score among the 

models, making it the best performer in this analysis. Out of all the models ANN performs best 

with accuracy of 80.8%. In Table 4 the performance of 28 ensembled stacking models is given. 

When two base learner models used with one estimator: [LR+ANN(ANN), LR+ANN(LR), 

LR+DT(DT), DT+ANN(ANN), DT+ANN(DT)], all the stacking models performed better 
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compared to the individual base models. Only LR+DT(LR) did not perform significantly better 

than the individual base models. When three models are used as base models and one model as 

meta estimator, high accuracy scores were observed in many cases, but the regression metrics 

vary. Only for SVM+LR+DT(LR) a slightly lower accuracy score and slightly higher 

regression metrics is observed. Different combinations of base models, and the choice of the 

base model significantly influences the results. Careful consideration of the trade-off between 

accuracy and regression metrics is essential. High accuracy score and reasonable regression 

metrics is obtained for the models: SVM+LR+DT(SVM), SVM+LR+ANN(SVM), 

SVM+LR+ANN(ANN), SVM+DT+ANN(SVM). Very high accuracy is achieved when ANN 

is used as the meta estimator. When four base models and one meta estimator used, 

SVM+LR+DT+ANN(DT), the model with SVM, LR, DT and ANN as base learners and DT 

as the meta estimator outperforms all the other models with an accuracy of 100%. However, in 

some cases, it may lead to overfitting, as suggested by the high MSE, RMSE, and RMSLE 

values.   

In Table 5 the performance of 28 ensembled blending models is given. It is observed 

that blending models performs worst if compared with stacking and non-ensembled models. 

When two models are used as base models and one as meta estimator, the blended models show 

mixed results, with many of them exhibiting negative accuracy scores and high RMSLE values. 

This suggests that these blended models may not be effective at improving prediction accuracy. 

The blended models with three base models show mixed results, with some exhibiting negative 

accuracy scores and mixed regression metrics. It appears that finding an effective combination 

of three models for blending is challenging in this scenario. Further exploration and fine-tuning 

of the blending approach, including the choice of base models and their weighting, may be 

necessary to achieve better results. When four models are used as base models, these blended 

models appear to have improved results compared to the previous combinations with three base 

models. In particular, the SVM+LR+DT+ANN model stands out with positive accuracy and 

low error metrics, suggesting that it might be a suitable choice for making predictions. 

The accuracy of non-ensembled models, ensembled stacking and ensembled blending 

models are given in Figure 4, 5, 6. 

Table 4. Error Metrics of Ensembled Stacking Models 
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Ensembled Stacking 

Model 

MAE MSE RMSE RMSLE Accuracy 

Score 

SVM+ANN(ANN) 0.058 0.023 0.154 0.152 0.553 

SVM+ANN(SVM) 0.039 0.01 0.103 0.095 0.787 

SVM+DT(DT) 0.053 0.025 0.158 0.142 0.454 

SVM+DT(SVM) 0.066 0.026 0.162 0.143 0.42 

SVM+LR(LR) 0.066 0.028 0.169 0.175 0.561 

SVM+LR(SVM) 0.063 0.027 0.166 0.156 0.415 

LR+ANN(ANN) 0.047 0.016 0.129 0.127 0.75 

LR+ANN(LR) 0.058 0.022 0.149 0.149 0.674 

LR+DT(DT) 0.049 0.017 0.132 0.137 0.679 

LR+DT(LR) 0.066 0.032 0.18 0.163 0.375 

DT+ANN(ANN) 0.052 0.018 0.137 0.142 0.676 

DT+ANN(DT) 0.057 0.023 0.153 0.162 0.721 

SVM+LR+DT(SVM) 0.148 0.0492 0.221 0.265 0.922 

SVM+LR+DT(LR) 0.148 0.049 0.221 0.271 0.893 

SVM+LR+DT(DT) 0.148 0.049 0.221 0.277 0.831 

SVM+LR+ANN(SVM) 0.148 0.049 0.221 0.239 0.95 

SVM+LR+ANN(LR) 0.148 0.049 0.221 0.27 0.901 

SVM+LR+ANN(ANN) 0.148 0.049 0.221 0.249 0.95 

SVM+DT+ANN(SVM) 0.148 0.049 0.221 0.237 0.971 

SVM+DT+ANN(DT) 0.148 0.049 0.221 0.262 0.867 
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SVM+DT+ANN(ANN) 0.148 0.049 0.221 0.236 0.976 

LR+DT+ANN(LR) 0.32 0.145 0.381 0.248 0.966 

LR+DT+ANN(DT) 0.32 0.145 0.381 0.232 0.955 

LR+DT+ANN(ANN) 0.32 0.145 0.381 0.218 0.988 

SVM+LR+DT+ANN(SV

M) 3.167 253.976 15.936 0.197 0.828 

SVM+LR+DT+ANN(LR) 2.867 139.535 11.812 0.397 0.905 

SVM+LR+DT+ANN(DT) 2.819 2.577 5.076 4.879 1 

SVM+LR+DT+ANN(AN

N) 2.856 140.441 11.85 0.378 0.905 

Table 5. Error Metrics of Ensembled Blending Models 

Ensembled Blending 

Model 

MAE MSE RMSE RMSLE Accuracy 

Score 

SVM+LR(SVM) 0.229 0.07 0.266 0.186 0.059 

SVM+LR(LR) 0.257 0.087 0.296 0.208 0.074 

SVM+DT(SVM) 0.233 0.102 0.32 0.225 -0.402 

SVM+DT(DT) 0.257 0.098 0.314 0.22 -0.169 

SVM+ANN(SVM) 0.348 0.167 0.409 0.312 -1.177 

SVM+ANN(ANN) 0.257 0.086 0.293 0.195 -0.196 

LR+DT(LR) 0.3 0.13 0.361 0.244 -0.432 

LR+DT(DT) 0.31 0.153 0.391 0.273 -1.325 

LR+ANN(LR) 0.188 0.056 0.238 0.171 -0.074 
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LR+ANN(ANN) 0.22 0.071 0.267 0.181 -0.01 

DT+ANN(DT) 0.287 0.125 0.353 0.241 -0.684 

DT+ANN(ANN) 0.358 0.148 0.384 0.262 -0.45 

SVM+LR+DT(SVM) 0.208 0.067 0.258 0.172 0.269 

SVM+LR+DT(LR) 0.31 0.124 0.353 0.245 -0.538 

SVM+LR+DT(DT) 0.328 0.137 0.371 0.262 -0.348 

SVM+LR+ANN(SVM) 0.219 0.067 0.26 0.179 -0.157 

SVM+LR+ANN(LR) 0.287 0.113 0.336 0.229 -0.104 

SVM+LR+ANN(ANN) 0.278 0.127 0.356 0.356 -0.965 

SVM+DT+ANN(SVM) 0.237 0.082 0.287 0.183 -0.174 

SVM+DT+ANN(DT) 0.273 0.103 0.322 0.214 -0.466 

SVM+DT+ANN(ANN) 0.26 0.085 0.291 0.194 0.051 

LR+DT+ANN(LR) 0.329 0.133 0.365 0.258 -0.486 

LR+DT+ANN(DT) 0.288 0.104 0.322 0.223 -0.678 

LR+DT+ANN(ANN) 0.308 0.136 0.369 0.257 -0.108 

SVM+LR+DT+ANN(SV

M) 
0.223 0.072 0.268 0.182 0.132 

SVM+LR+DT+ANN(DT) 0.18 0.057 0.239 0.171 0.204 

SVM+LR+DT+ANN(LR) 0.229 0.071 0.267 0.186 0.026 
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Figure 4. Accuracy of Non-Ensembled Models 

 

Figure 5. Accuracy of Ensembled Stacking Models 
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Figure 6. Accuracy of Ensembled Blending Models 

5. Conclusion 

A rigorous comparison is performed between heterogenous ensemble learning models 

using stacking and blending with decision tree, artificial neural network, multiple linear 

regression and support vector machine as the base learners and non-ensemble models to predict 

the PM2.5 concentration in Guwahati city. Total of 4 non-ensembled models, 28 ensembled 

stacking models and 28 ensembled blending models were tested. From the results it is observed 

that ensemble stacking models outperformed ensemble-blending and non-ensemble models. 

Among all the non-ensembled models, the Artificial Neural Network outperforms the other 

non-ensemble models: DT, SVM and LR. It has the lowest MAE, MSE, RMSE, and RMSLE 

values, indicating the highest prediction accuracy and precision. Among ensemble stacking 

models, when two base models are used all the stacked models performed better than the 

individual models except DT+LR (LR). When three models are used as base models and one 

model as meta estimator, high accuracy scores are observed in many cases, but the regression 

metrics vary. Very high accuracy is achieved when ANN is used as the meta estimator. When 

four base models and one meta estimator used, SVM+LR+DT+ANN(DT), outperforms all the 

other models with an accuracy of 100%. However, in some cases, it may lead to overfitting, as 

suggested by the high MSE, RMSE, and RMSLE values. Blending models performs worst if 

compared with stacking and non-ensembled models. When two models are used as base models 
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and one as meta estimator, the blended models show mixed results, with many of them 

exhibiting negative accuracy scores and high RMSLE values When four models are used as 

base models, these blended models appear to have improved results compared to the previous 

combinations with three base models. Overall ensemble stacking models performed best and 

blending models performed worst. The performance of non-ensembled models is average. In 

future prediction using homogenous ensemble models can be performed. For hourly PM2.5 

concentration ensemble stacking models performed the best among blending and non-ensemble 

models. However more research can be done by including more features for PM2.5 

concentration prediction. 
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