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Abstract

Recently, Virtual rehabilitation has recently emerged as a contemporary option to treating
chronic, handicapped, or mobility-impaired patients using virtual reality, augmented reality,
and motion capture technology. Using a virtual environment, patients are able to work out in
accordance with their treatment plan. This study provides a PoseNet-based in-home
rehabilitation telemedicine system with integrated statistical computation allowing clinicians
to assess a patient's recovery progress. Using a smartphone camera, patients may undertake
rehabilitation activities at home. The angular motions of the patients' elbows and knees are
detected and tracked using the PoseNet skeleton-tracking technology. The estimated elbow
and other feature poses are recorded during the completion process of rehabilitation activities
in front of the mobile camera. Finally, additional performance measurements are gathered

and analysed in order to better understand how well the system works.
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1. Introduction

Medical treatment, health education, and health information are all examples of
telehealth services that may be delivered across long distances using digital information and
communication technology including laptops, desktops, and smartphones [1]. For patients
and caregivers in remote locations, telehealth was developed as a means of overcoming the
physical hurdles of providing healthcare services without in-person visits [2]. As a result, it is

critical in providing patients with high-quality low-cost remote healthcare services. COVID-
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19 has also pushed telemedicine to new heights and caused major changes in the way
healthcare services are delivered [2]. During the COVID-19 epidemic, 90 percent of patients
and parents preferred virtual appointments over in-person, according to research [3-5]. The
telehealth system’s capability and breadth are fast expanding, and both patients and
professionals embrace it.

At the past, patients had to do their rehabilitation activities in a medical facility. Both
governmental and non-governmental organisations in Malaysia provide rehabilitation
services [6-9]. In remote locations, patients who lack access to reliable transportation or
whose medical conditions prevent them from driving face, significant service hurdles as a
result of the lack of coordination among various organisations. However, not many patients
are able to pay the increased expense of hiring a home therapist to be treated at the patient's
home. A telehealth system may be used to provide rehabilitative services in the comfort of
one's own home. Prior to the advent of wearable sensors, a patient's movements are tracked
by putting markings in many places on the body [10-12]. Figure 1 shows the block diagram

of home rehabilitation process.

Patients (User) Data Collection Processing Data Storage

Doctor (End

Figure 1. Home Rehabilitation Process

loT Domain Processing

When using PoseNet architecture, the posture and angular motions of the body such
as elbow and knee are recorded. The skeletal data may be obtained once the patient completes
the rehabilitation activities for assessment, so that physicians can keep a close eye on how
their patients' rehabilitation postures and angular motions are progressing. The physicians
may then provide them with guidance or suggestions. Based on the doctor's instructions, the
patient is able to enhance his posture by continuing to execute his proper movements for the
specified period.. Thus, the PoseNet-based telemedicine system may be used to conduct an
in-home rehabilitation approach, particularly for low-income patients in industrialised nations
[13].

ISSN: 2582-4252 62



R. Asokan, T. Vijayakumar

2. Literature Survey

Computer vision researchers have spent a lot of time on Human Posture Estimation
(HPE), which is the process of inferring human body part configurations from sensor data,
such as photographs and videos. It is important to use a GAN network-based pose
identification system to tell good body part movements apart. Chen et al., [14] built and
proposed PoseNet, a conditional adversarial network that is structure-aware. Using two
stacked hourglass networks as discriminator and generator, Chou et al., [15] constructed a
confrontational learning-based network. Predicted and real-world heatmaps were
distinguished by the generator, which guessed each joint's position. Peng et al., [16] proposed
data augmentation techniques to avoid overfitting problems during the prediction of HPE.

This provided better accuracy and a good prediction rate for analysis.

A CNN approach for HPE developed by Yang et al., [17] incorporated spatial and
appearance consistency across human body components to detect hard negatives. For
understanding the relationships between human body joints in HPE, a structured-based
learning approach was developed [18], which collects deeper information about human body
joints and enhances learning outcomes. The multi-scale structure-aware neural network
developed by Ke et al., [19] integrated multiscale combinations with many key points for
movement prediction. This training strategy was used to enhance the HPE in complicated
environments. Using deep learning compositional models, Tang et al., [20] were able to learn
body shape and its orientation based on human bodies. It is learned that not all characteristics
are connected to each other. Thus, Tang and Wu [21] came up with the idea of using the part-

based branch network instead of a single model for all parts.
The following are the main differences between this survey and the previous ones:

1. Modern HPE 2D and 3D approaches are studied by categorising them
depending on the kind of situation they are for: 2D or 3D, single view or

multiple views from mobile phone views.

2. HPE approaches in 2D and 3D have been thoroughly tested for performance.
This paper summarises and compares the results of potential algorithms on
standard datasets according to their categories. Research trends in HPE are
shown by comparing the outcomes, which offers insight into the strengths and

limitations of various approaches.
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3. Reviews a variety of HPE-based industries and applications, including gaming

and surveillance, as well as AR/VR and healthcare.

4. HPE 2D and 3D are discussed in terms of important difficulties, pointing to

possible future research in HPE that might improve performance.
2.1 Research Gap

1. Camera pose regression datasets are generated using an automated approach of

categorising data based on motion structure.

2. Transfer learning (PoseNet) uses picture recognition datasets to teach a
posture regressor, which was previously learned as a classifier. It takes less
time to get to a lower error rate than training from start, even with a limited

training set.

3. Methodology

Managing the accounts of patients are under the new system suggested. It is possible
for the patient to schedule virtual visits with the doctor or to engage in physical therapy
exercises, at their convenient time. Initially, a patient can plan and execute many motion
activities at their suitable time. As soon as the doctor confirms the appointment time, the

patient will get an email notification. Figure 2 shows blocks of proposed algorithm.
3.1 Execution of an algorithm

The doctor can provide their maximum output comments during their video chatting
with patients in the scheduled time. Patients can begin rehabilitation exercises after

consulting with their doctor.

Step 1: The patient's angular motions are calculated using the suggested system.
Step 2: A note of them is prepared and put in the database.

Step 3: An angular movement can be obtained after finishing the rehabilitation
activities.

Step 4: The angular motions are analysed using the graph.
Step 5: The physicians now have access to the patient’s records from the database.
Step 6: The skeletal outcomes are compared and contrasted at various times.

Step 7: The patient’s medical history and medications are given.
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Step 8: It is concluded that the patient might review the prescriptions and adapt proper
exercises.

Camera Video

Input

Image
Sequence

Localizer

Processing

Pose Prediction through
Feature extraction Module . . &
orientation

Figure 2. The proposed framework

Figure 3. KIT dataset [13]

3.2 Implementation of Body Key points

The 17 key points on the human body are detected using PoseNet [22, 23]. The 2D
coordinates of each significant point are used to represent it (x, y). The skeletal detection with
17 key locations is presented on the body during a rehabilitation session. When it comes to
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finding the patient's shoulder, elbow, wrist, hip, and ankle movements using the suggested

approach, there are just 12 crucial points. Figure 3 shows some pose positions in KIT dataset.
3.3 Key Point Estimation

The hand and leg’s right and left portion are the four bodily parts that have angles.
The shoulders, elbows, wrists, and hips are referred to as A, B, C, and D, respectively. Thus,
each hand and each leg has a total of twelve critical locations. A set of three 2D coordinates
has been assigned to each of the four important locations in the body, with point A, point B,
and point C [24]. Then the distances between each of the 12 critical points are determined
using the Euclidean distance for each of the 12 video frames.

3.4 PoseNet estimate control

The PoseNet-based solution for at-home rehabilitation has passed the functional tests

with the following validations:

1. In the first place, the patients’ angular movements can be detected using
PoseNet and an ordinary mobile camera (it's for 10T); in the second place,
after the rehabilitation exercise, patients and doctors can immediately look at a

computerised comparison of how the patients' joints moved on various days.

2. Doctors may analyse patients' recovery rates more thoroughly with the use of
a visualisation graph and statistical calculation that are created automatically.
There are two drawbacks in the suggested approach, even if it has been

demonstrated to function based on the doctor's review.
3.5 Detection analysis

When using a camera for skeleton detection, the patient must make sure their
visibility in front of the mobile camera. To begin with, the patient must make sure that their
laptop is set up at the correct standing distance, which may be found in the system setup
instructions. In order to do an accurate analysis, the camera should be able to observe the

patient's whole body [25].

4. Results and Discussion

The standard poses are selected from various datasets for the series of benchmark

events. But this project carries the KIT dataset for motion detection. This dataset contains
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whole-body movement, and it is a large dataset with various activities. Also, it focuses on

whole-body motion estimation by multiple activities.

The obtained results are shown using the best feature engineering and the most robust
response. This proposed work contains PoseNet architecture and provides good sensitive
results from the texture features of the outdoor poses. This patch effect can be more
informative for better prediction or detection accuracy. Also, the patch points provide the
localization details of the patients' postures. Therefore, these texture and interest-based
features provide better map value for higher accuracy than other models, and the results

obtained are shown in Table 1.

The Mean Absolute Deviation (MAD) measures the current and previous image pixel
comparison for each point noted in the human body. The Mean Square Error (MSE) is
calculated as the difference between two poses in a sequence frame. Finally, the Mean
Absolute Percentage Error (MAPE) is computed to identify accurate poses of the patients. It
IS @ more sensitive measurement that measures little deviations in their poses. Because it can
compare both the present and previous position of the skeleton results, these measurements
are used to aid in measuring the forecasting performance. But, generally, MSE results are

shown rather than MAD value.

Table 1. Results obtained by the proposed method (Overall Values)

Deviation (Prediction
Model error) rate Accuracy | Sensitivity | 10T Response
MAD | MAPE | MSE Time
Transfer
Learning 2427 | 51.71% | 1711.2 | 81.34% 78.34% 7.67 sec
Pre trained
Neural 26.12 | 58.87% | 1834.1 | 86.43% 80.34% 2.563 sec
networks
Proposed 21.81 | 34.99% | 1403.6 | 95.12% 94.62% 1.567 sec
Framework

The results provide good sensitivity for dealing with the localized information
(features) by the proposed PoseNet architecture. Figure 4 shows the overall performance

measure graph.
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Figure 4. Overall performance measures

5. Conclusion

In this paper, the proposed PoseNet algorithm has proved its superiority in several
performance metrics. The proposed learning framework from networks trained as classifiers
may be used to avoid the requirement for millions of training photos, as proven. Although
trained to generate posture-invariant outputs, it has been proven that these networks retain
adequate pose information in their feature vectors. The total model's performance has been
compared to that of many other methods. The suggested work has shown its superiority
above others, as discussed before. Training datasets containing ground truth annotations such
as calculating human postures from photographs of infants or artwork collections, lack for
certain applications. In addition, the data distributions for these applications are distinct from
those of conventional posing data. The HPE algorithms that have been trained on
conventional datasets may not generalise effectively to new fields of application. To bridge
the knowledge gap, GAN-based learning techniques have recently gained popularity as a
solution. However, how to transfer human pose knowledge across domains is still an open

question.
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