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Abstract

Benefits of independent learning and extraction of features have received a lot of attention in
recent years from both academic and professional circles. A subcategory of artificial
intelligence is deep learning. The use of deep learning towards plant disease recognition can
prevent the drawbacks associated with crop disease and production losses. In order to identify
and characterize the signs of plant diseases, numerous established machine learning and deep
learning architectures are used in conjunction with a number of visualization tools. The
detection of leaf disease using image processing has been covered in this survey. Leaf disease
diagnosis is enhanced when image segmentation is used in combination with deep learning or
machine learning models. A big data collection can be segmented with the use of image
segmentation, and the output is then fed to the Al algorithms on disease detection.
Additionally, this survey covers the performance metrics of prior studies, which offered

guidance for future advancements in plant disease detection and prevention methods.

Keywords: Machine learning (ML), Deep learning (DL), Artificial intelligence (Al), Image
processing, Image segmentation

1. Introduction

Plant disease that affects agriculture is because of regions with different climate and
weather patterns. Climate change-related factors, such as an abundance or lack of rain and
unusually hot or cold temperatures, may cause bacterial, fungal, and viral illnesses in crops.
The Indian economy's main economic driver is agriculture. Farmers use a variety of
technologies to boost the yield of food crops [1]. However, the output is impeded by many
factors like the impacts of global warming or the plants may contract a number of illnesses.
Several billion people worldwide eat the food that these folks produce. Despite this,
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availability to markets and services is restricted, and poverty levels are frequent. For the
reasons outlined above, extensive study has been done to develop approaches that will be
sufficient in accuracy and available to the farming community [2]. Here, the efficacy of
models used in numerous research publications using deep learning and machine learning

techniques toward early disease detection in leaves has been examined.

You can spot distinct illnesses that affect different segments of the plant by keeping
an eye out for variations in symptoms, spots, colour, etc. The main demand in agriculture to
increase crop yield is a less time-consuming, automatic diagnosing technique. Recently,
methods for image processing have been employed to address a variety of issues based on
agricultural applications, such as the ability to identify diseased fruit, leaves, and stems.
Various researchers have reported employing image processing to gauge the severity of leaf
disease. With the help of multiple deep learning, machine learning and image processing
algorithms, diseases can be quickly identified. Numerous Al techniques are available to
identify various leaf diseases and classify them into separate categories, including bacterial
spots, Septoria leaf spot, Early blight, Mold, Two spotted spider mite, Yellow Curl Virus,
Target Spot, Spider mites and healthy. The detection and classification are done through the
following work processes such as image acquisition, image segmentation, feature extraction
and classification [3-4]. The outputs are evaluated through various performance metrics

related to the quantitative and qualitative analysis.

2. Types of plant leaf diseases

Spot the symptoms of diseases, apply protection and early detection of leaf disease
help the plants and crops to be healthy. The first step in a complete approach is to identify
the bacterium, that is been achieved by different machine learning and deep learning

algorithms [5]. There is a wide variety of plant leaf diseases and few of them are listed below.

Black spot: It is one of the most prevalent diseases affecting roses, and can also affect
other attractive and garden plants. On the upper sides of leaves, this fungus disease causes
black, rounded patches to appear. Typically, lower leaves become affected initially. Infected

leaves turn yellow as well as fall off from the plant.

Powdery Mildew: A fungal disease called powdery mildew damages many of the

flowering shrubs, florals, veggies, and berries. The powdery mildew is simple to recognize.
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White powdery material will be present on infected plants; it is most noticeable on upper leaf

surfaces but can also be seen on stem, flowers, and on fruit.

Figure 2. Powdery Mildew disease

Canker: An infected wound which has been affected by bacterial or fungal pathogens
frequently indicates the presence of canker. While some cankers are harmless, some can be
fatal. Canker mostly affects woody plants. On stem, limb, or even the trunks, there may be

areas that are depressed, bloated, cracked, or dead.

Figure 3. Canker

Downy Mildew: Understanding the variations between downy and powdery mildews
is crucial because they are slightly different from one another. True fungal infections i.e.,
powdery mildews produce solid white powdery substance on upper leaves. On the bottom

surfaces of leaves, downy mildews, which are more closely linked to algae, release spores
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that have a grey, fuzzy appearance. The light green or yellow patches on the upper side of

older leaves are noticed to diagnose downy mildew.
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Figure 4. Downy Mildew

Blight: In comparison to leaf spots, leaf blights typically have larger, more irregularly
shaped infected patches. Sometimes a large number of tiny spots combine to give leaves a

"blighting" appearance. Common names frequently contain the term "blight".

Figure 5. Blight

3. Leaf disease detection and classification

Digital signal system is a process for obtaining a quick and precise diagnosis of plant
leaf diseases. It will lessen several aspects of agriculture and increase output by identifying
the relevant disorders [6]. To identify disorders, image of a diseased leaf should review the
collection of procedures [7]. The five phases below make up the core of leaf disease detection

and classification.
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Image
acquisition

Classification

Pre-processing Segmentation Feature extraction

Figure 6. Basic block diagram

Image Acquisition: The process of acquiring images and converting them to the
suitable output format is called acquisition. To begin processing, an analogue image is
considered and is transformed to a digital image. Digital photographers, scanners, and

unmanned aerial vehicles images can all be used to capture high-quality photos of plants.

Image pre-processing: Enhancing the image and removing undesired aberrations are
the primary goals of image pre-processing. It is employed in a variety of methods for noise
filtering, dynamic picture size and shape, image conversion, and morphological operations. It
is also used in a variety of methods for HSI conversion, grayscale conversion, and image
enhancement contrast. The steps of picture enhancing, RGB into Lab conversion, filtering,
etc., are included in the process of image pre-processing. In this case, picture enhancement is
done to boost the contrast [8]. The filtering techniques are used to achieve image smoothing.
In image processing, various filtering algorithms are available, including median, Gaussian

filtering and average filtering.

Image Segmentation: The method for image segmentation is labelled splitting up a
digital image into several pieces. Image is broken up into various components to form cluster.
K-means cluster is generally utilized. It is a method for dividing up photos into clusters in
which at least one component of the cluster includes a picture of the principal space of the
unhealthy component. The algorithm for k-means clustering rule is used to group the entities

into K varieties [9].

Feature extraction: After segmentation, a step called feature extraction is carried
out. Some aspects of the images should be obtained based on the segmented data and present
dataset. Any of statistics, structural, fractal, or digital signal could be used for this extraction.

Some techniques used for feature extraction include the Colour Co-occurrence Approach,
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Spatial Grey-level Dependence Matrices (SGDM), Gabor Filters, Grey Level Co-occurrence
Matrices (GLCM) method, Wavelets Transform, and Principal Component Analysis [10].

Classifiers: Classifiers are used for the training and testing of the datasets. These
classifiers may be Support Vector Machine (SVM), k-nearest neighbour, neural network,
fuzzy logic based etc [11-13]. These methods are used to classify and detect the leaf diseases.
Plant disease is categorised using DL models such as ResNet, VGGNet, GoogLeNet,
AlexNet, Inceptionv and XceptionNet. The current trend suggests that increasing the layer
depth will strengthen the DL model. For example, AlexNet contains eight layers, VGGNet16
contains sixteen levels, Google Neural Network contains twentytwo layers, Inceptionv3
contains fortyeight layers, ResNet contains fifty layers, and XceptionNet seems to have

seventy layers.
Few machine learning classifiers are listed below.

SVM: The popular trending classification algorithm in ML is SVM. The hyper plane-
based technique was first exclusively applied to binary classification, but later it was
improved to function with a multi - class classification environment [14]. The kinds depend
on the SVM and its variants VM uses a variety of linear, polynomial, and radial functions,

depending on the kernel type sigmoid, and basis function.

Random forest classification: The RF classifier employs an ensemble apprenticeship
method for classification, using several decision trees for training and averaging the results of
individual tree predictions. Using this approach, forests with a random assortment of trees is
produced. Simple decision tree algorithms are based solely on a set of rules for dataset
prediction and are rules-based. In contrast, RF classifiers take into account the root node and
randomly partition the functions, as opposed to employing Gl or profit knowledge for the
root of the tree calculation [15]. Each tree produces a prediction, and the class with the most
votes is taken as the outcome. It is frequently used in investigations involving spectral

imaging, ecology, and the classification of land cover.

Stochastic Gradient Descendent: The smoothness attributes are utilised in an iterative
manner to optimise an objective function. SGD is seen as a substantial alternative plan. In
SGD, a randomised point is found algorithmically, then descends its gradient till it affects the
bottom the purpose of that function. The gradient is diminishing as it descends, and it is by
entering the parameter values, the computed value is updated [16-18]. The scale factor is
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computed till the gradient reaches 0. Loss function, regularisation, learning parameters, and

multiple iterations are some of the parameters that control the SGD.
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Figure 7. Survey of deep learning models with respect to the parameters

State-of-the-art survey deep learning models with respect to the parameters are shown

in figure 7. Table 1 shows the survey on different datasets related to the plant leaf disease.

Table 1. Tabulation of literature review

Type of plant Classification
Ref. Dataset Accuracy
leaf method
Total number of images:
AlexNet,
5550
[19] | Tomato plant leaf ] GoogLeNet, 97.28
Open access repository
] ResNet
of images
SVM, Random
Cucumber plant
[20] leaf 14,208 forest, AlexNet, 934
ea
CNN
) 299 images of Olea -
[21] Olive plant leaf Modified LeNet 98.4
europaea L.
Soya bean plant ) 95.73, precision
[22] 1090 image 3D CNN
leaf 0.92
Leafnet -90.16
) LeafNet, SVM,
[23] Tea plant leaf 299 images MLP SVM-60.62
MLP-70.77
Maize and rice )
[24] 579 images INC-VGGN 92%
plant
[25] Paddy Leaf 379 images SVM 92.06
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4. Conclusion

Many approaches used to detect plant diseases have been studied in this research. The

problem with learning algorithms would be that the spatial information of the leaf image is

not handled correctly, which is discussed while discussing AL algorithms. The publication

also provides a brief overview of image processing, segmentation, and Al models for

identifying leaf diseases.
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