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Abstract

Image generation is the task of automatically generating an image using an input vector z. In
recent years, the quest to understand and manipulate this input vector has gained more and
more attention due to potential applications. The previous works have shown promising
results in interpreting the latent space of pre-trained Generator G to generate images up to
256 x 256 using supervised and unsupervised techniques. This paper addresses the challenge
of interpreting the latent space of pre-trained Generator G to generate high-resolution images,
i.e., images with resolution up to 1024x1024. This problem is tackled by proposing a new
framework that iterates upon Cyclic Reverse Generator (CRG) by upgrading Encoder E
present in CRG to handle high-resolution images. This model can successfully interpret the
latent space of the generator in complex generative models like Progressive Growling
Generative Adversarial Network (PGGAN) and StyleGAN. The framework then maps input
vector zf with image attributes defined in the dataset. Moreover, it gives precise control over
the output of generator models. This control over generator output is tremendously helpful in
enhancing computer vision applications like photo editing and face manipulation. One
downside of this framework is the reliance on a comprehensive dataset, thus limiting the use
of it.

Keywords: Latent Space, Generative Adversarial Networks, Encoders, Computer Vision,
Supervised Learning

1. Introduction

The rapid rise of the internet and social media sites like Instagram has increased the
demand for computer vision processes like image classification, image manipulation, etc. The
research to solve these and other problems has exploded in the past decade. This paper will
focus on image manipulation. Image manipulation can be described as modifying one or
more qualities of the image while preserving the rest of the image attributes. The process of
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image manipulation can be broadly divided into two categories: Image space editing using
generative models is used to implement image-to-image translation between two images of
different domains like day tonight. Examples of these types of methods include work done in
papers[1][2][3][4]. The second method is Latent space editing via generative models. These

methods focus on manipulating input to the generative models to get the desired image.

Papers like VAEGAN[5], pSp[6], ede[7], MaskFaceGAN[8], HifaFace[9], etc.,
provide us with methods and models to manipulate the output of generative models. Our
work is based on a method called Cyclic Reverse Generator (CRG)[10]. These methods work
by manipulating the input of image generation models to produce the desired image.
Manipulating the generation of new images is tremendously helpful in face editing[11],
texture synthesis[12],[13], and image inpainting[14]. Many of these methods are limited in
manipulating images of low resolution, i.e., resolution up to 256 x 256. These methods
explore the latent space of the image generation model and map image attributes with the
latent space of the model. The latent space represents compressed data in which similar data
points are together in the area. The latent space of any image generation model is a set of
nearby data points that generate similar images. The process of mapping image attributes to
the latent space of the Generator is called GAN inversion.

Exploring latent space becomes increasingly more complex with an increase in image
resolution. We plan to tackle this problem in our paper. We plan to manipulate the image
generation models to produce higher resolution images up to the resolution of 1024 x 1024.
These high-resolution images provide us with more detailed and sharp images compared to
the lower resolution of 256 x 256. As everybody now has high-quality displays with
resolutions up to 2048 x 1080. The lower resolution of the previous method looks like blurry
and jagged images on such high-resolution displays, thus making it unsuitable for real-world
applications. The increased detail can be tremendously useful in multiple computer vision
applications and successfully enable image editing in real-world applications.

The main contributions of this work can be summarized as iterating upon a Cyclic
Reverse Generator (CRG) to enable attribute editing of high-resolution images, i.e., images of
resolution 1024x1024. This framework enables us to modify the output of pre-trained
generative models like Progressive Growing Generative Adversarial Network (PGGAN)[15]
and StyleGAN[16].
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An increase in the resolution for facial editing makes it possible for application in law
enforcement. This method will allow law enforcement to focus on creating the face based on
the user's description to reduce the delay caused by the traditional process, which involves
creating a sketch by an artist, which is a relatively slow process. Moreover, the commercial
use of this method will be tremendously helpful in improving the quality of facial editing

software/apps like photoshop and face tune.

The rest of the paper is organized as follows. A summary of the previous related
works is presented in Section 2. The proposed method is discussed in detail in Section 3. The
results of the image reconstructions are provided in Section 4. The paper is concluded with

future directions in Section 5.

2. Related Work

Generative Adversarial Networks (GAN)[17] is a deep learning framework with a
Generator(G) and Discriminator(D). The Generator’s (G) job is to generate images from
uniform random noise z. The Discriminator’s (D) job is classifying whether the images are
part of a real dataset or generated by the Generator (G). As stated in the paper[18], the main
objective of GAN is to find a Nash equilibrium, i.e., the solution to the min-max problem
between Generator (G) and Discriminator (D). The work done by Muhammad Muneeb Saad
et.al[19] shows us that GAN struggles to reach this Nash equilibrium in practice. The four
major problems are Non-convergence and instability, Mode collapse, Unstable generator
gradient, and Highly sensitive hyper-parameter tuning. Progressive Growling Generative
Adversarial Network (PGGAN) overcomes these obstacles by progressively training the
Generator and Discriminator from low-resolution to high resolution, resulting in faster and

more stable training.

A. Jahanian et al., [20] explained Generator (G) models in GANs like PGGAN map
latent points into an input space. This input space is referred to as latent space. GANs use
these sets of latent points to learn nonlinear data distribution, i.e., our training data. These
latent points are also referred to as latent code. The Generator (G) model takes a sampled
latent code as the input and outputs an image. To utilize GAN for image manipulation and
other computer vision applications, we need to find a way to control the output of the
Generator model to get the desired image. The most popular method to control the result of
the generator model is to reverse the mapping from the latent space to the image. This

method is also known as GAN Inversion.
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Xia Weihao et al., [21] defined GAN inversion as the process of inverting a given
image back into the latent space of a pre-trained GAN model so that we can faithfully
reconstruct the image. As GAN inversion is essential to implement applications like image

restoration and image manipulation, thus there have been significant advances in the field.
There are three main techniques of GAN inversion.

e Learning-based GAN Inversion: In these types of methods [22],[23],[24], a different
neural network or network is used to map images into the latent space of the
Generator. While the computational cost of training is high, the inference time of
these types of methods is extremely low.

e Optimization-based GAN Inversion: In these methods[25][26][27], an optimization
algorithm slowly minimizes the loss function to get a faithfully reconstructed image.
These types of methods can provide high-quality results but are computationally
expensive.

e Hybrid of Learning-based and Optimization-based GAN Inversion: In these types of
methods[28][29], first, the learning-based techniques are used to find an approximate
latent code of the image, and then optimization algorithms are used to refine them
further. These methods try to find a balance between computational cost and inference

time.

GAN inversion of high-resolution images is limited by the capabilities of the
Generator(G) model to generate high-resolution, i.e., 1024 x 1024 images, and the ability of
the inversion techniques to handle such large images. Previous research like J.-Y. Zhu
et.al[29] focused on interpreting the latent space of simple GAN models with resolutions up
to 64x64.

With advancements in generative models like PGGAN and StyleGAN, it was possible
to generate higher resolution images up to 1024. There are many new techniques to find GAN
inversions for PGGAN and StyleGAN. Many methods like those mentioned by M. Rosca et
al., [30] and D. Ulyanov et al., [31] successfully performed GAN inversion on images up to a
resolution of 256x256. Some techniques, as mentioned by V. Dumoulin et al., [32] could not
work with image resolution greater than 256x256 due to the computational cost of finding
latent code of higher resolution images.

There have been multiple methods to find GAN inversion for high-resolution images.
One of the first methods was provided by the creators of StyleGAN in their paper on
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StyleGANZ2[33]. The paper [33] determined that much more accurate latent code can be
found for the Generator if latent codes for each separate layer of the Generator is found
instead of finding a common latent code for the entire Generator. Much of the further
research in this field is based on this observation. Elad Richardson et al., [6] explain the
pixel2style2pixel (pSp) framework. The pSp framework proposed a novel encoder network

that generates a series of style vectors.

Omer Tov et al., [7] proposed an ede network architecture that explores the tradeoff
between optimizing the encoder for finding latent code for human perception and image
editability. Daniel Roich et al., [34] expanded on ideas in Omer Tov et al., [7]to create a new
framework called Pivotal Tuning Inversion (PTI), where the initial latent code is kept as a
pivot around which the latent code is further finetuned. Similar to Daniel Roich et al., [34],
Yuval Alaluf et al., [35] also proposed a new framework called ReStyle where instead of
directly predicting the latent code of the image, the Encoder predicts with the latent code

using the optimization method, i.e., in a self-correcting manner.

These GAN inversion methods are the essential step in the process of image
manipulation by editing the latent space. It provides us with the ability to map a specific
image attribute to GAN’s latent space. Xia Weihao et al., [21] defined image manipulation as
the process of editing a specific region of the image by manipulating its latent code. We can

express image manipulation as equations 1 and 2.

za = zb + ax*zf 1)

x'= G(za) 2

Where zb is the latent code of the image, a is the step for manipulation, za is the
feature vector of the encoded for a particular image attribute. We can change the image
attribute in the positive or negative direction as desired by changing the value of a. The x '
signifies the newly generated image created by passing za into our pre-trained Generator G.
We can use the image manipulation technique for background removal, as shown by the
David Bau et al., [38] by subtracting the latent code corresponding to the background from
the latent code of the input image. Another application of image manipulation is facial
editing. Jiapeng Zhu et al., [36] and Tero Karras et al., [37] explored how we can use GAN
inversion and image manipulation to edit one or more than one facial attribute of the image.

Paper [36] proposed a new method for in-domain GAN inversion, ensuring that latent code
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found using GAN inversion can be used for image manipulation and image editing. Jiapeng
Zhu et al., [36] achieved this by using a Domain Guided Encoder to finetune the latent code
produced by another Encoder. We will be iterating upon one such architecture called Cyclic
Reverse Generator (CRG).

i y
™ > Generator »
X
A y
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ML L Encoder o’ X
A y

Figure 1. The architecture of the Cyclic Reverse Generator

CRG involves a cyclically connected to a pretrained Generator of PGGAN or
StyleGAN and Encoder, as shown in figure 1. In Cyclic Reverse Generator (CRG), an
Encoder (E) is cyclically added with the pretrained Generator (G). This Encoder converts
images generated by Generator (G) i.e., x* into the latent code z* using the error function
between z and z° as shown in figure 1. The Encoder (E) is trained until it can approximate z°

to initial latent code z.

Cyclic Reverse Generator is limited to finding GAN inversion of images up to 256 x
256 resolution. Our paper proposes an iteration of the Cyclic Reverse Generator(CRG) to
modify the Encoder (E) to handle high resolution, 1024 x 1024 images. Our Encoder allows
CRG to approximate the face generator’s inverse function by mapping the faces generated by
Generator G to the corresponding latent code. Previous methods for finding latent vectors of
high-resolution images are limited to specific GAN architecture. Our method is future-proof
as it allows us to find the latent representation of any GAN architecture, giving us the
capability to find a latent representation of any GAN architecture that may be developed in

the future.

3. Proposed Work

A combination of the CelebA dataset and CelebAHQ dataset has been used. CelebA

has a lot of data and annotations, with 202,599 face images, five iconic sites, and 40 binary
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attribute annotations per picture. The CelebA dataset contains an image of resolution
256x256.CelebAHQ dataset contains thirty thousand images with images of resolution
1024x1024. We will be using those 30,000 images for training with an 0.8 train and test split

i.e, 24,000 training images and 6 thousand testing images.

A pre-trained Progressively Growing Generative Adversarial Network (PGGAN) is
used as Generator. Progressive Growing GAN uses a generator and discriminator model with
the same general structure and starts with tiny images, such as 4x4 pixels. During training,
new blocks of convolutional layers are systematically added to both the generator and
discriminator models. The incremental addition of the layers allows the models to learn
broader detail effectively and then later learn finer or minute detail, both on the Generator
and discriminator. This approach enables the generation of large-high-quality images, such as

1024x1024 photorealistic faces that do not exist.

VGG 19 Layers

(1024,1024,3)
(512,512,64)
(256,256,128)
(128,128,256)
(64,64,512)
(64,64,512)
(32,32,512)
(32,32,1024)
(32,32,512)

v

Convolution + RelU Max Pooling
Dropout Fully Convolution Layer

Global Max Pooling

Figure 2. Design of Encoder

Figure 2 shows the modified design to create a CRG encoder that can generate latent
space attributes for images up to size 1024x1024 by changing the backbone of the system
from VGG16 to VGG19. Our model is based on VGG19, with convolution layers followed
by a max-pooling layer which reduces the height and width of a volume. The model has 64
filters, and we will double it to 128 and then to 256 and use 512 layers in the last layers. On
each step or doubling through each stack of convolution layers, the sum of the filter to use is
approximately doubled. That is another fundamental concept used to build this network’s
architecture. Train the Encoder using CRG to find corresponding features in latent space.
MSE loss is used as the loss to calculate between difference between latent vectors. The
Encoder parameters are optimized at each iteration using gradient descent algorithms. In our
case, it is the Adam optimization algorithm. All weights of the Encoder’s layers, including

the VGG Network’s pre-trained layers and weights, are trained at the same learning rate.
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Hyperparameters of our Encoder are the batch size of 16, epsilon of 1e08. A 1e4 learning rate
was used to optimize all of the parameters in the encoder architecture and to adapt the current
VGG layer weights appropriately. When the minimum validity loss improves for ten epochs,
the learning rate is decreased by two. Overfitting can be avoided when different
regularizations are used in training, and 0.5 spatial dropouts are used. The model
checkpointing is used to save the best possible Generator and to finish the training process
using early stopping if the validity loss does not change for 20 epochs. After the training, it is
presumed that the images generated by the Generator and the reconstruction created by using
the feature vector generated by our Encoder will look the same. The actual picture
reconstructions are of sufficient quality to enable attribute embedding to find precise latent
vector directions. With the precise interpretation of latent space, we can successfully enhance
image generation for higher resolution images and applications requiring fine-grained image

editing while preserving the image features like face editing and photo makeover.

Pytorch is used to create the model, and the model is trained on the computer server
with 2 RTX 6000 with 24GB VRAM each. The higher VRAM of RTX 6000 has been a

tremendous help in training our model for higher resolution images from CelebA HQ dataset.

4. Results and Discussion

We will be looking at how the encoder performs by comparing the image generated
by z‘, the feature vector generated by the encoder, and the image generated by the actual

feature vector.

Our New Encoder Design
MSE between Z and Z

10

08

06

04

lma§e 1 Image 2 Image 3 Image 4

Figure 3. Comparison of MSE between two encoders
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Figure 4. Comparison between generated image(left) and original image(right)

Figure 3 shows how the model calculates MSE between the original image and image
reconstruction of 4 high-resolution images, with an average MSE of 0.92 across all photos.
Figure 4 shows us a comparison between images generated by our method and the original
image. MSE, also referred to as Mean Squared Error determines the similarity between two
images. MSE closer to 1 suggests that our model successfully approximates the images. Our
paper successfully demonstrated the ability to perform GAN inversion of high-resolution

images using a modified cyclic reverse architecture.

5. Conclusion

This proposed model and framework can successfully interpret the latent space and
create a semantic mapping of complex generative models like Progressively Growing
Generative Adversarial Network. The previous method using CRG was limited to generating
and manipulating images up to 256x256 our mappings allow us to generate higher resolution
images 1024x1024 where and manipulate images on the granular level while preserving the
overall characteristics of the image. However, being a supervised learning process, the major
drawback of this framework is the acquisition of labeled data. In future work, the dependency
on labeled data is aimed to be reduced by implementing unsupervised methods to enable

mapping latent space.
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