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Abstract   

Face and palm recognition technologies have emerged as powerful tools for 

authentication, but they can still be vulnerable to fraud and impersonation. Liveness detection 

is a technique that can detect and prevent fraudulent attempts to bypass authentication by 

verifying the presence of a live human being during the authentication process. Combining face 

and palm recognition with liveness detection provides a highly effective and secure approach 

to authentication, which can prevent fraud and unauthorised access while providing a seamless 

and user-friendly experience. 
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 Introduction 

In today's digital age, security and privacy are paramount concerns for businesses and 

individuals alike. Authentication is one of the most common ways to ensure that only 

authorised individuals can access sensitive information or perform certain actions. However, 

traditional authentication methods like passwords or PINs can be vulnerable to fraud and theft 

and can be easily compromised. 
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To address these security concerns, face and palm recognition technologies have 

emerged as powerful tools for authentication. Facial and palm recognition technologies have 

become increasingly popular due to their convenience and accuracy. By using advanced 

algorithms and machine learning techniques, these technologies can accurately identify 

individuals based on their unique facial and palm features. However, even with these advanced 

technologies, there is still a risk of fraud or impersonation [1–4], which can compromise the 

security of the authentication process.  

To address this issue, recent studies have demonstrated that the combination of facial 

and palm recognition with liveness detection can significantly enhance the security of the 

authentication process. This approach has shown great potential for preventing unauthorised 

access and fraudulent attempts. Despite its benefits, the integration of liveness detection into 

facial and palm recognition technologies poses some challenges. For example, it may require 

additional hardware or software components, which can increase the cost and complexity of 

the authentication system. Additionally, liveness detection techniques may raise privacy 

concerns as they involve the collection of additional data of the user.  

 Methodology 

Liveness detection is a technique that verifies the presence of a live human being during 

the authentication process. It can detect and prevent fraudulent attempts to bypass 

authentication by using fake representations, such as photos or videos. By combining face and 

palm recognition with liveness detection, authentication systems can provide an added layer of 

security and ensure that only a living individual is granted access. Thus, the combination of 

face and palm recognition with liveness detection represents a highly effective and secure 

approach to authentication. This technology can prevent fraud and unauthorised access, while 

providing a seamless and user-friendly experience [5-6]. 

The flow chart of the proposed solution has been depicted in the below figure. 
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Figure 1. Flow chart of the Proposed Solution 

A. Face Recognition 

Face recognition has become an important research area in computer vision, with a wide 

range of applications in various fields. In recent years, there has been significant advancements 

in the face recognition technology, with the development of libraries and algorithms that can 

accurately identify individuals based on their facial features. 

One such library is the Face Recognition Library, which provides a set of pre-trained 

models and functions for face recognition tasks. The library utilizes deep learning algorithms, 

specifically Convolutional Neural Networks (CNNs), to analyse and compare facial features. 

These models can be trained on large datasets, allowing them to identify a wide range of facial 

features with high accuracy. 
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The face recognition library also includes a set of pre-processing functions, that can be 

used to enhance facial images and improve the accuracy of recognition. These functions 

include techniques such as image alignment, normalisation, and feature extraction. 

One of the most important applications of the face recognition library is in security and 

surveillance systems. With the ability to accurately identify individuals, these systems can 

prevent unauthorised access and detect suspicious behaviour. The library can also be used in 

other applications, such as facial recognition for social media or e-commerce platforms. 

The steps involved in facial recognition are: 

1. Set a time limit of 20 seconds for the function to run. 

2. Initialize a video capture object using the specified camera. 

3. Loop until the time limit is reached: 

a. Read a frame from the video capture object. 

b. Convert the frame to RGB format. 

c. Get the face encoding of the first face detected in the frame using the 

face_recognition library. 

d. Return the face encoding if a face is detected. 

4. Return an empty list if no face is detected within the time limit. 

B. Liveness Detection 

Importing Required Libraries: The code starts by importing the required libraries. It 

imports the following libraries: 

• cv2: OpenCV (Open-Source Computer Vision) library for real-time computer 

vision tasks, such as video capture and image processing. 

• albumentations: A popular library for image augmentation that can be used in 

machine learning tasks. 

• torch: PyTorch library for building and training deep learning models. 
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• datasouls_antispoof: A custom library that includes pre-trained models and class 

mappings. 

• time: A built-in library in Python for measuring time. 

• numpy: A library for numerical computations in Python. 

Loading the pre-trained model: The code loads a pre-trained model called 

"tf_efficientnet_b3_ns" from the datasouls_antispoof library using the create_model function. 

EfficientNet models are a family of neural network architectures designed for efficient 

use of computational resources while maintaining high performance on computer vision tasks. 

One variant, tf_efficientnet_b3_ns, is optimized for image classification tasks. 

Liveness detection is the task of distinguishing between live and fake images or videos. 

To perform liveness detection using tf_efficientnet_b3_ns, a binary classifier can be trained on 

a dataset of both live and fake images and videos. Techniques such as printing photos or 

displaying videos on a screen and then recording them with a camera can be used to generate 

fake images and videos. 

Transfer learning can then be used to fine-tune tf_efficientnet_b3_ns for liveness 

detection. The pre-trained weights of the model can be used as a starting point, and the model 

can be fine-tuned on the training dataset. During fine-tuning, the initial layers of the model can 

be frozen, and only later layers, specialised for image classification, can be trained. Additional 

layers can also be added to the model for further improvement. 

The performance of the liveness detection model can be evaluated on a separate test 

dataset, and it can then be deployed in an application as needed.  

Setting the Model to Evaluation Mode: The model.eval() method sets the model to 

the evaluation mode. This means that the model is not training, and that its parameters are 

fixed. 

Defining the Liveness Function: The liveness function takes one argument, which is 

the camera number. It uses the cv2.VideoCapture method is used to capture a video from the 

specified camera. Then, it sets a time limit of 20 seconds using the t_end variable. 
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Reading Frames and Predicting: The function uses a while loop to read frames from 

the camera using the vid.read() method. Inside the loop, it converts the frame from BGR to 

RGB color space using the cv2.cvtColor method. It then applies a series of image 

augmentations using the albu.Compose method. These augmentations include padding the 

image to a minimum size of 400x400, center cropping the image to a size of 400x400, 

normalizing the pixel values, and converting the image to a PyTorch tensor using the 

ToTensorV2 method. 

The model then makes a prediction on the preprocessed image using the torch.no_grad() 

method. The prediction is converted to a numpy array using the NumPy() method, and the 

argmax method is used to obtain the class with the highest probability. 

If the predicted class is 0, the function returns true, indicating that the face is live. 

Otherwise, the loop continues until the time limit is reached. If no live face is detected within 

the time limit, the function returns false. 

C. Hand Recognition 

Palmprint recognition is a biometric technology that has received considerable attention 

in recent years. It has many applications in the fields of security and access control, as well as 

in forensic investigations. The use of deep learning techniques, specifically the Siamese 

network, has been proven to be effective in enhancing the accuracy and efficiency of palmprint 

recognition systems. 

After identifying the bounding box around the hand, the code crops the image to only 

include the area within the box. The cropped image is then resized to a uniform size of 200x200 

pixels, and the brightness levels are normalized using the histogram equalization technique. 

The resulting image is then saved to the disk as a JPEG file. The code appears to be part of a 

larger image processing pipeline, which may involve additional steps such as feature 

extraction, pattern recognition, or machine learning. Such pipelines can be used for a variety 

of applications. 

Siamese networks are neural networks that use two or more identical subnetworks to 

learn the similarity or dissimilarity between two input samples. In palmprint recognition, a 

Siamese network can be used to extract feature representations from the palmprint images and 

then compare them with the representations of the images in the database. This approach helps 
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in detecting subtle differences between palmprints and makes the recognition process more 

accurate. 

The use of the Siamese network in palmprint recognition has many advantages, 

including the ability to handle non-linear variations in palmprint images, and the ability to work 

with a small amount of training data. It also enables the development of robust and scalable 

palmprint recognition systems that can be used in a wide range of applications. 

In conclusion, palmprint recognition using the Siamese network is a promising 

technology that has the potential to enhance the accuracy and efficiency of palmprint 

recognition systems. The use of deep learning techniques such as Siamese network can lead to 

the development of more robust and scalable systems, that can be used in a wide range of 

applications. 

                  

                         Figure 2. Palm Authentication Results 

 Results 

 

 

 

 

 

 

                       Figure 3. Palm Authentication Epoch Vs Error 
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This finding suggests that the proposed approach achieves superior accuracy in 

comparison to prior methods that may not have utilized extended training epochs. 

 

 

                                           Figure 4. Login Page 

 

                                        Figure 5. Sign UP page 
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                                    Figure 6. Index Page 

 Conclusion 

 As the world becomes more digitalized, the importance of securing sensitive 

information and data has become increasingly important. Combining face and palm recognition 

with liveness detection provides a highly effective and secure approach to authentication, 

which can prevent fraud and unauthorized access, while providing a seamless and user-friendly 

experience. The combination of these technologies has emerged as a powerful tool to enhance 

security and privacy in both personal and business settings. 
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