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Abstract   

Parkinson's disease is a common neurological movement illness that impairs motor 

coordination. Parkinson’s disease (PD) symptoms and severity, however, differ from person to 

person. By extracting insights, trends, and possibilities from the data, data research can be 

utilized to uncover solutions to problems in medical research by utilizing data, machine 

learning algorithms, and cutting-edge technology. Among the less evident early signs of 

Parkinson's disease are tremors, muscle stiffness, imbalance problems, and difficulty walking. 

There is currently no test to detect the illness early on, when symptoms might not be evident. 

However, handwriting and hand- drawn subjects in humans have been linked to PD. In addition 

to being a useful tool for PD prediction, speech smearing functions as an early warning system. 

In order to control symptoms and maybe halt the disease's progression, early detection makes 

it possible to organize treatments and intervene promptly. For those with Parkinson's disease, 

early application of certain therapies and medications can extend survival and enhance quality 

of life. 
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 Introduction 

The slow and frequently undetectable onset of PD, which is typified by a progressive 

loss of dopamine-producing neurons, poses a significant diagnostic challenge. Medical 

professionals need to diagnose PD’s early in order to create individualized treatment programs 

that will effectively control both motor and non-motor symptoms. There is presently no reliably 

good diagnosis to distinguish PD from other conditions that show clinical similarity [1]. This 

is a progressive neurological disorder that first appears in adults and becomes more prevalent 

with aging. People over sixty are typically affected by PD [16]. Therefore, a practical and 

conclusive detection strategy is required to assist patients in improving the quality of their lives 

[17]. Tremors, stiffness (or stiffness in the muscles), a slowdown in the reflex response to daily 

activities, changes in facial expression, and postural instability that increases the risk of falling 

are the main signs of PD [6]. The symptoms can be categorized into five phases based on how 

gradually they worsen. There aren't many symptoms in the early stages. The seriousness of it 

is impossible to assess because they are so light. Stage 2 symptoms differ greatly from those 

of stage 1 symptoms and are indicative of the common type of PD. More pronounced changes 

could include shaking, trembling, and rigidity. The third stage of the sickness is thought to be 

a turning point. The symptoms of Stage 1 Parkinson's disease are comparable to those 

experienced by the majority of patients. On the other hand, balance and reflexes would be 

impaired in those suffering from PD. Generally, movement happens more slowly. One thing 

that seems to separate PD stages three and four is independence. The patient       can       stand       

by       themselves       at       stage        four        stages.  Nevertheless, additional help, like a 

walker, could be needed for the patient. There are several stages of PD, all of which are better 

than the fifth. Leg stiffness progresses to the point that standing or walking become difficult 

[17]. All things considered, a proactive, all- encompassing strategy that promotes better 

treatment outcomes, scientific discoveries, and a longer-term healthcare environment is early 

detection of PD. Apart from the direct benefits to patients, there are other reasons why it is 

required. 

 Literature Survey 

The existing approaches utilized for PD detection include the following: 
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Data Preparation Methods 

 Spiral Dataset: Histogram equalization, image scaling, and contrast 

enhancement andcorrection 

 Voice Dataset: Specifically, Pairwise Correlation and Exploratory Data 

Analysis. 

Methods 

 Spiral Dataset: VGG16-CNN, k-Nearest Neighbors classifier, and logistic 

regressionclassifier. 

 Voice Dataset: techniques for pattern identification and fuzzy c-means (FCM) 

clustering. 

Datasets 

 The UCI machine learning repositories contain the following datasets: 

Parkinson's Disease Voice and Speech, PPMI, and the Parkinson's 

Telemonitoring dataset. 

Below is the detailed literature survey of the 20 papers related to Parkinson’s disease 

prediction using ML algorithms. 

Table.1 Literature Survey 

Si.No Year Features/ parameters Dataset Methodology Accuracy 

[1] 2022 1)Signal error drop 

standardisation 

2)Firming bacteria 

foraging 

Optimization (FBFO) 

“UCI Machine 

Learning 

Repository’s 

Parkinson’s 

Telemonitoring 

Voice Data 

Set” 

1)Deep learning 

2) “Deep Brooke 

inception net 

classification 

Algorithm” 

3)WCF clustering 

96.8% 

[2] 2017 13 features “PPMI dataset 

(Parkinson’s 

Progression 

1) Deep Learning 

(DEEP)  

2) Classification 

Trees (TREE)  

96.45% 

accuracy 

https://drive.google.com/file/d/1_elnNeEAtgs0j6ZHRwqjZFpaB4XEwQ-6/view?usp=drive_link
https://drive.google.com/file/d/1fRB60OoOGGX_vqwVLcGyz17uaVDV7s6I/view?usp=drive_link
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Markers 

Initiative)” 

3) Boosting  

4) Random 

Forest(RF) 5)Logistic 

Regression(LOGIS) 

6)Discriminant 

Analysis(DIS) K-

nearest neighbor 

(KNN)Support 

Vector 

Machines(SVM) 

[3] 2018 22 attributes 

corresponding to 

different voice 

features 

PD dataset 1) Logistic 

Regression  

2) KNN 

3) NB 

4) SVM 

5) DT  

6) RF 

Among the 

machine 

learning 

algorithms 

employed, 

KNN 

achieved 

the highest 

comparable 

accuracy 

rate of 

95.52% 

[4] 2021 Least Absolute 

Shrinkage and Feature 

Selection (LAFS)- for 

feature selection  

 Features are (speech 

problem, shivering, 

Movements) 

PD Data set 1) Logistic Decision 

Regression (LDR) 

2) SVM  

3) CNN 

LDR offers  

95% 

accuracy  

[5] 2021 22 attributes 

corresponding to 

different voice 

features 

“Dataset 

created by Max 

Little of the 

University of 

Oxford, which 

was in 

collaboration 

with the 

National 

Centre for 

Voice and 

1) Decision tree 

2) Logistic 

Regression 

3) K-NN 

4) SVM 

Among the 

ML 

algorithms 

Decision 

Tree 

showed a 

high 

accuracy of 

94.87% 

https://drive.google.com/file/d/1aY6us2-DieZcsWfCPenXRFXmNrmRgOxD/view?usp=drive_link
https://drive.google.com/file/d/1JPfFGR-Zz63tJporj4g6Wlc9LCvkJSkJ/view?usp=drive_link
https://drive.google.com/file/d/1LKZzTvyRt-_p0cyHxMGFOHDvj6-ypv7D/view?usp=drive_link
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Speech, 

Denver, 

Colorado.” 

[6] 2020 Audio features 

including: 

Six Amplitude 

parameters 

Eleven Frequency 

parameters 

Two 

harmonicityparameters 

-Two Complexity 

parameters 

-One Signal scaling 

parameters 

Audio data 

from PPMI 

1) Logistic reg 

2) Naive bayes 

3) Gradient Boost 

4) Random forest 

5) Hard voting 

6) Soft voting  

7) bagging 

8) xgb and lgb 

Out of 

these 

models 

Random 

Forest has 

higher 

accuracy of 

94% 

[7] 2020 753 speech signal 

attributes 

PD Speech 

data-set 

1) SVM 

2) LR  

3) k-NN 

4) Random Forest 

(RF) 

5) AdaBoost 

(AdB) 

 

Among the 

ML 

algorithms 

SVM 

showed a 

high 

accuracy of 

94.1% 

[8] 2022   Three VGG16 CNNs 

were parallelly 

employed for feature 

extraction.  

NewHand PD 

and 

ParkinsonH W 

Deep Neural 

Network 

VGG16 - CNN 

>93.53% 

accuracy. 

[9] 2019 1) Movement 

Disorder Society - 

Unified Parkinson 

Disease Rating 

Scale (MDS-U 

PDRS)  

2) Unified Parkinson 

Disease Rating 

Scale (UPDRS) 

 

PPMI 

Dataset 

Cortico Basal 

Degeneration – case 

of APD 

CNN Model 

Imaging for 

Parkinson’s disease 

Swallow Tail 

segmentation. 

93.5% 

accuracy 

[10] 2020 10 different image 

augmentation 

parameters for wave 

Kaggle’s data 

repository that 

contains spiral 

Multistage 

classification 

93.3% 

https://drive.google.com/file/d/1dZF_STTCtJXALIbppAPEm7oRdhOOX2a2/view?usp=drive_link
https://drive.google.com/file/d/1YKB8aogYweFsAOtsBio2nPPe7D40FvTg/view?usp=drive_link
https://drive.google.com/file/d/1cqe4evqXllK7fgjdnuKPJVAlIceAiDK1/view?usp=drive_link
https://drive.google.com/file/d/1_fJ5W3FH2pFtMrhbLeHpkHg1SIVuDCdP/view?usp=drive_link
https://drive.google.com/file/d/1DL8VM6SUpzdhcX1xlhSTZ5Z0znxkPNzC/view?usp=drive_link


                                                                                                                                                                            Himaja G, Nagarathna C R, Jayasri A, Kundan K M 

Journal of Innovative Image Processing, June 2024, Volume 6, Issue 2  123 

 

and spiral sketches 

each. 

and wave 

drawings 

1) Convolutional 

Neural Networks 

(CNN) 

2)Ensemble Voting 

Classifiers 

[11] 2023 1)Models are trained 

on only 22 attributes  

2)Principal 

Component 

analysis(PCA) 

3)Removal of 

imbalance attributes 

MDVP audio 

data from 

PPMI and UCI 

databases 

KNN Algorithm 

Logistic regression 

ROC-AUC curve and 

accuracy 

91.835% 

accuracy 

[12] 2023 1) ELU activation 

function 

2) No. of strides 

3) No. of filters  

4) 4)Adam optimizer 

5) Batch size 

6) Kernel size 

7) Target size 

Dataset given 

by NIATS of 

the Federal 

University of 

Uberlandia 

Convolutional Neural 

Networks 

92.58% 

[13] 2019 frequency- based 

features from 

spectrograms 

PC-GITA 

database 

long short-term 

memory (LSTM) 

layers 

other recurrent neural 

architectures. 

91.7% 

[14] 2019 Features of 

FOG(Freezing of gait) 

detection 

Min, Max, Median, 

HarmMean, 

GeoMean, Trim mean, 

Mode, Range features 

extracted from 

Accelerometer, 

gyroscope, etc. 

1) Wearabl e 

sensor dataset 

2)Daphnet 

dataset 

3)Cupid 

dataset 

1) Decision Trees 

2) Support Vector 

Machines(SVM) 

3) Neural networks 

4) Sensor data 

processing 

5) Unsupervised 

and Semi-

Supervised 

Models. 

>90% 

accuracy in 

FOG 

prediction. 

[15] 2020 ANFIS model 

Fuzzification 

Implication 

Normalisation 

defuzzification 

Combining 

Five datasets 

that obtained 

from the 

archive of UCI 

1) Metaheuristic’ s 

algorithms, 

2) Fog computing, 

3) Internet of 

Things (IoT) 

4) Adaptive neuro- 

fuzzy inference 

87.5% 

accuracy 

https://drive.google.com/file/d/1ywg_rVZfHA-yh7u4K9RIeZAF2tF4Bisn/view?usp=drive_link
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system 

(ANFIS). 

[16] 2020 Features extraction 

depends on Histogram 

of Oriented Gradient 

(HOG) algorithm 

PD Image 

Dataset (Spiral 

and Wave) 

1) SVM 

2) Decision Tree 

3) Gradient 

Boosting 

4) K-NN 

5) Logistic 

Regression 

6) Random Forest 

Gradient 

Boosting 

algorithm 

got 86.67% 

[17] 2023 Function features are 

position in terms of 

coordinates, pressure, 

altitude, displacement 

and acceleration. 

Parameter Features 

Dataset that 

has a total of 

108 images 

(spiral and 

wave 

drawings) 

1) AlexNet  

2) GoogleNe t 

3) VGG Net 

4) ResNet 

Accuracy 

of 86.67 % 

in the case 

of spiral 

drawing 

and 

83.30% 

with wave 

drawing. 

[18] 2022 1) Unsupervised-

subtype Identification 

2)Supervised early 

prediction 

3)Biomarker based 

prediction(PDvec1 

and PD  vec3) 

PPMI 

(Parkinson’s 

Progression 

Marker 

Initiative) 

Dataset 

1) Latent Vector 

Analysis and 

mapping. 

2) Gaussian mixture 

model. 

3) PDBP ( 

Parkinson’s 

Disease 

Biomarkers 

Program) study. 

AUC-ROC 

curve of 

accuracy 

84% 

[19] 2020 1D-signals coming 

from foot sensors 

measuring the vertical 

ground reaction force 

(VGRF) 

Gait features from 

different input signals. 

“Public 

database 

collected by 

Physionet” 

1) 1D 

convolutional 

neural network 

2) Unified 

Parkinson’s 

Disease Rating 

Scale (UPDRS). 

3) RF and MLP 

based  feature 

vector 

classification  

Global 

accuracy of 

85.3% 

(equivalent 

to the 

average 

recall) 
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2.1 Gaps Identified 

 Applying ensemble learning with additional classification methods, including kernel 

dictionary learning, SVM, and enhanced k-NN; the models were constructed using a 

small Vocal test and Spiral test data set. 

 To increase the reliability and robustness of the models, more data from patients with 

PD in the early stages of the disease from around the world are required. 

 Expanding the dataset to include more cases of each severity class and combining 

patient voice data with more patient attributes like handwriting and gait features. 

 Making the system functional in reliable production environments and real-world 

situations. 

 Parkinson’s disease diagnosis is often dependent on the patient’s history, assessments, 

and observations from the clinical examinations and questionnaires about particular 

symptoms because currently there are no approved, definite biomarkers or specific 

neuroimaging findings. 

 Using ensemble learning with additional classification methods, like enhanced k- 

nearest neighbors and SVMs. 

2.2 Dataset 

Voice Dataset: The dataset contains various measurements of speech collected from 

31 individuals, 23 of whom have been diagnosed with Parkinson’s disease. Each row in the 

table corresponds to one of the 195 voice recordings made by these individuals, with each 

column representing a specific speech measurement. The "status" column indicates whether 

[20] 2020 1) First Layer 

- Formation of 

Gaussian-type fuzzy 

neurons 

2) Weights and 

parameters used by the 

neural aggregation 

network (third layer) 

are calculated 

analytically, through 

the Moore Penrose 

pseudoinverse 

Voice 

recording 

replications 

database ( 240 

recordings 

consisting of 

people with 

PD and healthy 

people) 

1) Fuzzy neural 

network 

(FNN) 

2) Concepts of 

Extreme 

Learning 

Machine 

3) LARS(Least 

Angle 

Regression) 

Final 

accuracy of 

80.88% 
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the individual is healthy (0) or has Parkinson's disease (1). The data is stored in CSV ASCII 

format, where each row represents a single voice recording. Each patient has approximately 

six recordings, with the patient's name listed in the first column. 

Table 2. Maximum and Minimum Values for Voice Data Attributes 

Table 2 describes the all the Maximum and  Minimum values for Voice data attributes 

for both target 0(Healthy) and target 1(parkinsons) 

Spiral Dataset: It comprises images of spiral drawing drawn by a group of individuals: those 

diagnosed with PD and healthy controls. This dataset consists of 100 images of training set and 

50 images of testing set. These images are analyzed to discern the differences in motor control 

and aid in the development of diagnostic tools of ML models for Parkinson’s disease. 

 

Figure 1. Healthy Spiral Drawing and Parkinson’s Disease Affected Person Spiral 

Drawing 
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Wave Dataset: It comprises of drawings of people diagnosed by Parkinson’s disease 

and healthy control. Similar to spiral dataset this also consists of 100 images in training set and 

50 images in testing set. They help in assessing motor control and identify disease related 

characteristics and enhancing the reliability of findings regarding the Parkinson’s disease 

detection. 

 

 

 

Figure 2. Healthy Spiral Drawing and Parkinson’s Disease Affected Person Wave 

Drawing 

 Existing Methodologies 

Various machine learning algorithms have been used to forecast Parkinson's disease; the 

selection of an algorithm is frequently influenced by the dataset's unique properties, the features 

that are retrieved, and the objectives of the prediction assignment. 

 

Figure 3. Existing Methodologies 
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Figure 4. Performance of ML Algorithms 

The bar graph provides a comparative analysis of the accuracy of six different machine 

learning algorithms. The vertical axis, labeled ‘ACCURACY,’ measures the percentage 

accuracy of each algorithm, ranging from 65% to 95%. The horizontal axis lists the algorithms: 

CNN (Convolutional Neural Network) [9], Deep Learning [8], KNN (K-Nearest 

Neighbors)[2], IOT (Internet of Things)[15], SVM (Support Vector Machine)[4], Random 

Forest(RF)[7], LARS[20]. 

Each algorithm is represented by a blue bar indicating its accuracy level. The graph 

shows that while all the algorithms perform with a high degree of accuracy, there are slight 

variations among them, which could be significant depending on the application. This visual 

representation is crucial for understanding the effectiveness of each algorithm in specific 

scenarios and can guide the selection process for machine learning tasks. 

 Discussion 

Through a thorough examination of numerous studies, this in-depth review highlights 

a multitude of creative methods for using machine learning to diagnose Parkinson's disease in 

its early stages. These systems try to identify possible warning indicators before traditional 

symptoms appear by looking at speech patterns and handwriting, which presents a viable 

avenue for early intervention. 
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The variety of machine learning algorithms used by the diagnostic methods covered in 

this overview, such as Random Forests and Support Vector Machines, demonstrates the 

adaptability needed for such a significant healthcare project. A fundamental tenet of these 

programs is their dedication to non- invasiveness and accessibility, which is in line with 

healthcare ethics and meets the increasing demand for fair medical care on a global scale. 

The aim of these many endeavors is to provide a flexible structure that will enable the 

early identification and treatment of Parkinson's disease to be considered standard procedures 

in healthcare. The combined effect of these studies points to a future in which cutting-edge 

technology will be essential to enhancing patient outcomes and lessening the strain on 

healthcare infrastructures. 

Through the adoption of novel machine learning techniques, scientists are establishing 

the foundation for a future in medicine where early detection is feasible, useful, and easily 

available. This dedication to providing fair and moral healthcare could revolutionize the 

diagnosis and treatment of Parkinson's disease, with far-reaching benefits that could enhance 

countless lives around the globe. 

The outcomes of these joint efforts highlight how crucial collaborative research is to 

advancing healthcare technologies and resulting in medical breakthroughs. 

 Conclusion 

The combination of cutting-edge data sources and machine learning presents a novel 

prospect for Parkinson's disease early diagnosis. This study explored the field of predictive 

modelling and found a wealth of untapped potential in speech and handwriting datasets. These 

minute patterns, which range from the complex subtleties of strokes to the rhythmic cadence 

of speech, provided are evolutionary pathway for early intervention. The project's accessibility 

focus, which makes use of non-invasive analysis, improves diagnostic capabilities and creates 

opportunities for a more diverse healthcare environment. As we consider the variety of ML 

algorithms, from Random Forests' collective intelligence to Support Vector Machines' 

resilience. The journey signifies a call to propel healthcare into a future where predictive 

analytics is synonymous with proactive management, emphasizing the collective efforts 

needed to shape this future reality. 
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