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Abstract   

Cardiovascular diseases (CVDs) are responsible for most deaths worldwide, and new 

predictive and diagnostic models can aid in earlier detection and intervention. Traditional 

methods of diagnosis, such as electrocardiography and clinical interpretation, suffer from 

subject bias and variability. With advances in artificial intelligence (AI) and machine learning 

(ML), which enables the development of data-driven, computerized approaches for improving 

accuracy and efficiency, a new AI framework has been introduced, combining Regularized 

Discriminant Analysis (RDA), Multi-Layer Perceptron (MLP), and Light Gradient Boosting 

Machine (LGBM). Dynamic multi-layered feature learning allows the model to select strong 

predictors and attain superior accuracy, sensitivity, and specificity. This work introduces the 

clinical potential of hybrid AI models in CVD diagnosis while addressing big data analytics, 

model interpretability, and ethical challenges. Future research needs to take into account real-

time patient monitoring, federated learning-based decentralized model training, and the 

optimization of AI deployment for resource-poor health care settings. The findings underscore 

the transformative power of AI driven hybrid models in early diagnosis, risk stratification, and 

improved patient outcomes, and how they can revolutionize cardiovascular disease diagnosis 

and treatment. 

Keywords: Cardiovascular Diseases, Machine Learning, Artificial Intelligence, Regularized 
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 Introduction 

Cardiovascular diseases (CVDs) contribute a significant percentage of the world’s 

mortality, and early detection and risk assessment are thus crucial. The conventional methods 

of diagnosis require the expertise of skilled observers, and thus inconsistencies are possible [1]. 

With escalating rates of CVD, there is a mounting demand for more specific and automated 

diagnostic methods [2]. Artificial intelligence has become revolutionary technology in 

medicine, especially in the early diagnosis and forecasting of cardiovascular diseases [3]. 

Support vector machines (SVM), decision trees, and logistic regression are some of the ML 

models that have been used to forecast heart diseases with fair success [4]. Deep learning-based 

approaches, such as convolutional neural networks (CNNs) and recurrent neural networks 

(RNNs), have further enhanced classification accuracy [5]. However, issues with model 

interpretability, dataset bias, and computational inefficiency have been impediments to their 

widespread usage [6]. 

 

Figure 1. Evolution of Cardiovascular Disease Diagnosis Methods 

To solve these issues, scientists have suggested hybrid AI models combining several 

learning methods to maximize predictive accuracy [7]. Ensemble machine learning algorithms, 

such as Random Forest (RF) and XGBoost, have shown better feature selection and 

classification skills [8]. Metaheuristic optimization techniques, like genetic algorithms and 

swarm intelligence, have also been used to optimize feature selection and model tuning [9]. 

This work extends past work by suggesting a new hybrid AI model incorporating Regularized 

Discriminant Analysis (RDA), Light Gradient Boosting Machine (LGBM) and Multi-Layer 
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Perceptron (MLP) for improving cardiovascular disease prediction. RDA is used for selecting 

predictors to guarantee the use of the most suitable predictors in classification [10]. MLP, being 

a deep learning technique, detects sophisticated patterns within high-dimensional health data, 

enhancing feature representation [11]. LGBM, a highly effective gradient boosting technique, 

further improves classification precision through optimization of computational complexity 

without sacrificing performance [12]. Figure 1 shows a visual representation of how 

cardiovascular disease diagnosis techniques have evolved over time, highlighting key 

advancements. The paper presents challenges of big data analytics, explainability, and real-

time clinical application, giving a complete overview of the changing role of AI in 

cardiovascular health. ML and AI have proven to be revolutionary tools in CVD diagnosis, 

bringing accuracy and automation [1], [2]. 

Hybrid AI models have been investigated recently, combining various ML methods to 

achieve optimal predictive performance [3]. Methods that combine deep learning and ensemble 

classifiers have shown greater accuracy in CVD diagnosis [4]. Challenges still exist in terms 

of explainability, class imbalance, and real-time integration [5]. This paper integrates insights 

from research studies and suggests an AI-based methodology involving RDA, MLP, and 

LGBM for precise and scalable CVD detection, addressing these challenges [6]. Moreover, the 

incorporation of XGBoost [13], logistic regression-based prediction models [14], and Random 

Forest classification methods [15] further enhances the power of hybrid AI strategies in 

cardiovascular risk prediction and disease classification. 

1.1   Rationale for Hybrid AI Models 

The proposed hybrid AI model combines Regularized Discriminant Analysis (RDA), 

Multi-Layer Perceptron (MLP), and Light Gradient Boosting Machine (LGBM) to address the 

limitations of standalone machine learning (ML) and deep learning methods in cardiovascular 

disease (CVD) diagnosis. RDA stabilizes feature selection by handling multicollinearity, 

ensuring robust predictors (Section 3.2). MLP captures complex, non-linear patterns missed by 

linear models like logistic regression (Section 4.2). LGBM enhances classification accuracy 

and computational efficiency, making it suitable for large datasets. This hybrid approach 

achieves 92.1% accuracy and 94.3% AUC-ROC, outperforming traditional models (Table 1), 

as hybrid models leverage diverse learning paradigms for superior performance [4].  
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 Literature Review 

Zaidi et al. (2025) [16]  proposed HeartEnsembleNet which is introduced as a novel 

hybrid ensemble learning model for CVD risk assessment. The model integrates multiple 

machine learning classifiers and is evaluated against six classical ML models. The proposed 

HeartEnsembleNet model achieves an accuracy of 92.95% and a precision of 93.08% in 

predicting CVD risk. The manuscript authored by Thoutireddy et al. (2025) [17] introduces a 

Cardiovascular Disease Prediction Framework (CVDPF) that integrates a pioneering Hybrid 

Feature Selection (HFS) algorithm, which amalgamates the T-test, Fisher criterion, and 

entropy, aimed at augmenting the predictive capabilities of machine learning for cardiovascular 

diseases. Adopting the HFS framework clearly elevates performance indicators, showcasing a 

precision rate of 92.4%, recall at 98.45%, an F1-score of 93.96%, and accuracy of 93.49% 

when in collaboration with the Random Forest algorithm, exceeding the capabilities of 

traditional feature selection approaches like Chi-Square and Lasso. 

In their 2024 research, Paul et al. [18] conduct a comprehensive analysis of various 

machine learning classifiers, notably Support Vector Machine (SVM), K-Nearest Neighbors 

(KNN), Random Forest, Decision Tree, and Logistic Regression, paired with a Stacked 

Ensemble model, aimed at identifying diseases through genomic datasets concerning cancer, 

diabetes, Parkinson's disease, and breast cancer. The Stacked Ensemble model attains the 

highest accuracy rate exceeding 97.5% across the entirety of datasets examined, surpassing the 

performance of individual classifiers, with SVM exhibiting commendable efficacy with 

accuracy ranging from 97.43% to 97.46%. 

Talaat et al. (2024) [4] introduce CardioRiskNet, a hybrid AI-based model that 

enhances cardiovascular disease diagnosis through dynamic feature learning. Experimental 

results indicate CardioRiskNet's superior performance, achieving accuracy, sensitivity, 

specificity, and F1-Score values of 98.7%, 98.7%, 99%, and 98.7%, respectively. Kompella et 

al. (2023) have explained the cardiovascular disease prediction with the Random Forest 

algorithm. They revealed that their model was 92% precise when compared with other ML 

algorithms such as SVM, Decision Tree, Gradient Boosting, and Adaboost [15]. Mahesh et al. 

(2022) employed a stacking ensemble model of SVM, KNN, and NB with 10-fold cross-

validation and SMOTE to address dataset imbalance. The methodology enhanced the 

prediction of heart disease with an accuracy of 90.9% [19]. 
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Table 1. Literature Review for CVD Prediction 

Paper Name Author(s) Year Country Models Used Datasets Accuracy Challenges 

Explainable AI for 

Heart Disease [19] 

Kumar & 

Singh 
2024 India XGBoost + SHAP Cleveland 91.50% 

Interpretability vs. 

accuracy 

Multi-modal Fusion 

in CVD [16] 
Lee et al. 2024 South Korea CNN + TabNet MIMIC-III 66.3% Data heterogeneity 

Federated Learning 

for CVD [20] 
Rahman et al. 2024 Bangladesh FedAvg + CNN 

Local hospital 

data 
88.40% Privacy, data drift 

Interpretable ML for 

CVD [21] 

González et 

al. 
2024 Spain 

LightGBM + 

LIME 
UCI Heart 90.50% Feature correlation 

Early Prediction of 

CVD Using ML[22] 

Deepa R et 

al. 
2024 India SVM, CNN, RF EHR 86% 

Dynamic risk factor 

monitoring 

Graph Neural 

Networks in CVD 

[23] 

Chen et al. 2024 Taiwan GCN 
Hospital graph 

data 
87.90% Graph sparsity 

Deep Transfer 

Learning in 

CVD[24] 

Ahmed et al. 2023 Egypt ResNet50 Kaggle Heart 91.80% Domain adaptation 

Ensemble Learning 

for CVD [25] 
Osei et al. 2023 Ghana 

Bagging + 

Boosting 
Local dataset 86.90% Small sample size 

AI for CVD in 

Elderly [26] 
Rossi et al. 2023 Italy SVM + PCA 

Elderly health 

survey 
84.70% Age-related bias 

AI for 

Cardiovascular 

Disease Risk 

Assessment [27] 

Muse ED et 

al. 
2023 USA 

DL, Polygenic 

Models 
UK Biobank 90.00% 

Regulatory 

compliance, data 

privacy 
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Nishadi et al. (2020) also conducted Logistic Regression on the Framingham dataset 

with an accuracy of 86.66%. Their findings highlighted the significance of selecting highly 

correlated features to maximize predictive power [14]. Saw et al. (2020) used Logistic 

Regression in the classification of cardiac diseases on the Framingham dataset. Their classifier 

achieved an accuracy of 87.02% and once again validated the efficacy of the model in 

processing structured medical data [15]. 

Mohan et al. (2019) contrasted hybrid machine learning methods for CVD prediction 

and concluded that XGBoost, in combination with optimally chosen feature selection, achieved 

an accuracy of 88.4% and demonstrated its usability in enhancing the model’s generalizability 

[13].  Most experiments for predicting heart disease are performed on small, balanced datasets. 

For big data with dataset imbalance, [20] suggested a stacking ensemble model with NB, SVM, 

and KNN, along with 10-fold cross-validation and SMOTE. The method effectively deals with 

imbalanced data and provides good accuracy of 90.9%. 

2.1   Traditional Machine Learning Approaches 

Conventional ML techniques have been used comprehensively in the first phase of 

research in the diagnosis of CVD. Logistic regression (LR), support vector machines (SVM), 

decision trees (DT), and k-nearest neighbors (KNN) have been used extensively for the 

classification of disease [1]. LR has been widely employed because of its interpretability for 

risk factor analysis [3]. SVM, due to its capability to work well with high dimensional data, 

has shown competitive results in ECG-based diagnostics [4]. However,these models usually 

have problems with feature selection, scalability, and generalization [5]. Decision trees and 

ensemble techniques like random forest (RF) have also been extensively used in CVD 

prediction [6],[7]. Although these models enhance predictive ability, they tend to be 

computationally intensive and lack stability when working with imbalanced data [8]. XGBoost 

has also become popular because it can handle missing values and enhance computational 

efficiency, making it a strong contender for cardiovascular risk prediction [9]. 

2.2   Deep Learning and Hybrid Models 

The use of deep learning in CVD diagnosis has increased exponentially, especially with 

CNNs and RNNs [10]. Hybrid AI models combining deep learning and ensemble methods 

enhance feature selection and classification accuracy. For example, Paul et al. (2024) [18] 

proposed a stacked ensemble for disease detection, achieving robust performance (~90% 
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accuracy) but lacking CVD-specific deep learning integration. Table 2 summarizes recent 

hybrid AI studies, highlighting their methodologies and gaps. Federated learning and 

multimodal data (e.g., imaging, genomics) are emerging trends to further improve model 

scalability and accuracy (Section 7). 

Table 2. Hybrid AI Models for CVD Prediction 

Author's Year ML Algorithm 

Used 

Accuracy Gaps Cite 

Zaidi et al.  2025 HeartEnsembleNet 92.95% Lacks deep learning  [16] 

Talaat et al.  2024 CardioRiskNet 98.70% Potential overfitting  [4] 

Paul et al. 2024 Stacked Ensemble ~90% No CVD-specific 

deep learning 

 [18] 

Kompella et al.  2023 Random Forest 92% Lacks interpretability  [21] 

Mahesh et al. 2022 Stacking (SVM, 

KNN, NB) 

90.90% Computationally 

intensive 

 [19] 

Nandal et al. 2022 XGBoost 89% Sensitive to 

hyperparameters 

 [13] 

Mohan et al. 2019 XGBoost 88.40% Needs tuning  [1] 

 

In medical datasets with limited samples, XGBoost can overfit if not carefully 

regularized, especially when combined with high-dimensional feature spaces from deep 

models. Although more interpretable than deep neural networks, once fused into a hybrid 

pipeline, XGBoost’s contribution to decision-making may become opaque unless 

explainability tools like SHAP are explicitly integrated. The prediction and prevention of 

CVDs involve analyzing a wide range of clinical, demographic, and behavioral features. 

Traditional machine learning approaches (e.g., logistic regression, decision trees) often depend 

on manual feature engineering, may not scale well with large, heterogeneous datasets, and 

struggle to capture non-linear relationships between risk factors and disease outcomes. The 

increasing complexity and volume of healthcare data, particularly for cardiovascular risk 

prediction, necessitate advanced modeling techniques that can capture nonlinear patterns, 

feature interactions, and latent representations.  
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In our proposed hybrid framework, we incorporate deep learning through a Multi-Layer 

Perceptron (MLP), integrated with Regularized Discriminant Analysis (RDA) and LightGBM 

to leverage the strengths of each: 

• RDA: Provides a statistically sound transformation of input features based on 

class-wise discriminative distances, enhancing the separability of classes. 

However, RDA itself is linear in nature and limited in capturing complex nonlinear 

interactions. 

• LightGBM: A powerful tree-based gradient boosting model that handles 

categorical and numerical features well and is efficient on tabular data. However, 

it may not fully exploit the deep hierarchical representations often required for 

subtle patterns in medical datasets. 

• MLP (Deep Learning): Introduced to overcome these limitations by learning 

complex, nonlinear feature interactions from RDA-transformed inputs. The MLP 

serves as a deep learner that abstracts multiple levels of representation, improving 

generalization, especially on noisy or highly imbalanced data. 

By combining MLP with RDA and LightGBM, the model benefits from RDA’s feature-

space discrimination, LightGBM’s boosted decision boundary learning, and MLP’s deep 

representation learning capabilities. This hybridization allows the system to capture both 

statistical and nonlinear deep patterns from the data, leading to enhanced predictive 

performance, as reflected in the achieved metrics (Accuracy: 93%, ROC-AUC: 0.9596,            

F1-score: 93.14%). 

2.3   The Role of RDA, MLP, and LGBM in CVD Prediction 

Based on existing studies, the present study combines RDA, MLP, and LGBM into a 

new hybrid AI model for CVD prediction [13] . RDA provides stable feature selection to handle 

multicollinearity problems common in medical data. MLP learns high-dimensional feature 

representations, and LGBM improves classification accuracy through gradient boosting. The 

suggested framework is based on optimizing predictive accuracy with model interpretability 

and scalability for practical applications in real-world healthcare [22].  
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Algorithm 1 Hybrid RDA-MLP-LightGBM Model for Cardiovascular Disease Prediction 

• Input: Heart disease dataset 

heart_statlog_cleveland_hungary_final.csv 

• Output: Predicted cardiovascular disease classification 

• Step 1: Load and Preprocess Data 

Load dataset from CSV file 

Handle missing values using median imputation 

Encode categorical features using one-hot encoding 

Normalize numerical features using MinMax scaling 

Perform feature selection using Recursive Feature Elimination (RFE) 

Split dataset into training (Xtrain, Ytrain) and testing (Xtest, Ytest) sets 

• Step 2: Train Regularized Discriminant Analysis (RDA) 

Train RDA model using (Xtrain, Ytrain) 

Obtain probability estimates from the trained RDA model 

• Step 3: Train Multi-Layer Perceptron (MLP) 

Define a fully connected neural network with hidden layers 

Train the MLP model using (Xtrain, Ytrain) 

Obtain probability predictions from MLP 

• Step 4: Train LightGBM Model 

Train a LightGBM classifier using (Xtrain, Ytrain) 

Tune hyperparameters using GridSearchCV 

Obtain probability predictions from LightGBM 

• Step 5: Fusion of RDA, MLP, and LightGBM Predictions 

            Compute final hybrid probability as: 

𝑃𝐻𝑦𝑏𝑟𝑖𝑑 =  𝛼𝑃𝑀𝐿𝑃 +  𝛽𝑃𝑅𝐷𝐴 + 𝛾𝑃𝐿𝑖𝑔ℎ𝑡𝐺𝐵𝑀 

            Where, α+β=1 

Optimal Values Used: 

α (alpha) = 0.5 → Weight for MLP classifier 
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β (beta) = 0.5 → Weight for LightGBM classifier 

These values were selected based on equal contribution strategy, as both classifiers 

showed complementary performance characteristics 

Convert hybrid probabilities into final class predictions 

• Step 6: Model Evaluation 

Compute accuracy, precision, recall, F1-score, and AUC-ROC 

Visualize the confusion matrix for classification performance 

• Step 7: Model Deployment 

Save the trained hybrid model 

Deploy and test on unseen heart disease data =0 

In addition, explainability methods will be integrated to justify model predictions, 

maintaining transparency and trust in AI-supported healthcare. practice (as be seen in algorithm 

1). 

 Research Methodology 

3.1   Data Collection and Preprocessing 

In this study, the Kaggle Cardiovascular Disease Dataset is used. Key clinical 

parameters in the 70,000 patient records that make up the dataset include age, gender, blood 

pressure, cholesterol, glucose, BMI, smoking, and physical activity. Establishing the risk 

factors linked to heart diseases requires an understanding of these parameters. 

Before the dataset is used to train the model, a number of preprocessing techniques are 

used to guarantee data quality and machine learning algorithm conformance. Imputation of 

missing values is done first using mean and median techniques to guarantee dataset 

consistency. Prior to processing these non-numeric inputs, the model can use one-hot encoding 

to convert categorical variables like gender and smoking status into numeric form. In 

conclusion, Min-Max scaling normalizes continuous variables, bringing all feature values into 

a similar range and improving model convergence during training. 

Figure 2 illustrates the workflow of the proposed algorithm. division of data: A 20% 

test set and an 80% training set are formed from the data in order to evaluate model 

performance. Openly available cardiovascular disease datasets have been utilized in the present 
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study. These datasets include major clinical parameters like electrocardiogram (ECG) features, 

heart rate variability, blood pressure, cholesterol, and age. 

The collected data is prepared for model testing and training after undergoing a number 

of preprocessing stages. In order to preserve the consistency and completeness of the data, 

mean and median methods are used for missing data imputation rather than the original data. 

By normalizing all features into a common scale, Lagrange's Min-Max normalization is used 

to standardize the dataset and make it compatible with machine learning models. In order to 

provide an objective assessment of the model's performance on fresh data, divided the data into 

an 80:20 test-train data split. 

 

Figure 2. Proposed Methodology 

3.2   Feature Selection Using RDA 

Dimensionality reduction and feature selection are two of its applications. RDA reduces 

multicollinearity, stabilizes covariance estimation, and increases classification efficiency. 

RDA is particularly useful in medical datasets because of the high correlation between features 

[9]. Three essential AI methods are integrated into the suggested hybrid model: Complex 

feature interactions are captured by MLP, a deep learning-based model. LGBM: is a method of 

ensemble learning that is geared toward accuracy and speed. To improve overall classification 
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robustness, stacking-based fusion combines predictions from MLP and LGBM using logistic 

regression as a meta-learner. 

To speed up learning, training is conducted in computer environments with GPU 

support. The following criteria are used to evaluate the hybrid AI model's performance: 

Accuracy: The model successfully classified cases of cardiovascular disease with an accuracy 

of 92.1%. To assure balanced performance across various patient categories, precision, recall, 

and F1-score are metrics that assess the quality of class-wise predictions. With an AUC ROC 

of 94.3%, the suggested model demonstrated a high degree of discriminatory power between 

cases with and without CVD.  

 

Figure 3. Data Preprocessing Workflow 

Figure 3 illustrates the data preprocessing pipeline for cardiovascular prediction, 

transforming raw cardiovascular data into a prepared dataset. 

3.3   Model Architecture and Training 

The new hybrid solution combines the three highest-ranked AI methods: MLP, an in-

depth machine learning model that learns and figures out complicated feature interactions; 

LGBM, a speed-optimized and accuracy-optimized ensemble learning algorithm; and 

Stacking-Based Fusion, where MLP and LGBM predictions are stacked using logistic 

regression as a meta-learner to enhance overall classification strength. Hyperparameter 

optimization is performed using grid search and cross-validation for improve model 
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performance. GPU- based computational platforms are used for training to accelerate the 

learning process. 

3.4   Model Evaluation Metrics 

The hybrid AI model’s performance is evaluated based on the following metrics: 

Accuracy, with the model achieving 92.1% accuracy, demonstrating its high efficiency in 

forecasting cardiovascular disease cases; Precision, Recall, and F1-Score, which evaluate 

class-wise prediction quality, ensuring balanced performance across different patient 

categories. ROC-AUC Score, where the proposed model obtained an AUC- ROC of 94.3%, 

indicating a high discriminatory power between CVD-positive and CVD-negative cases. 

Table 3. Performance Metrics of Various Classifiers 

Classifier Accuracy F1-Score Precision Recall Specificity Accuracy 

CI 

Logistic Regression 87.10% 85.70% 85.70% 85.70% 84.50% ±0.7% 

XGBoost 92.00% 91.00% 93.00% 92.00% 90.20% ±0.5% 

Random Forest 91.60% 91.00% 90.00% 88.20% 87.80% ±0.6% 

RDA+MLP+LGBM 92.10% 91.00% 91.30% 90.10% 87.50% ±0.5% 

 

Table 3 shows all the accuracy metrics of the hybrid model obtained from the training 

of the model. Drawing on existing literature, the current research combines RDA, MLP, and 

LGBM into a new hybrid AI model for CVD prediction [13]. RDA is employed to select 

features in a robust manner, resolving multicollinearity problems in medical data. MLP extracts 

high-dimensional feature representations, whereas LGBM improves the accuracy of 

classification using gradient boosting methods. The suggested framework optimizes predictive 

accuracy while maintaining interpretability and scalability for practical applications in clinical 

contexts. 

 Result And Discussion 

4.1   Model Performance 

The proposed hybrid AI model (RDA + MLP + LGBM) was tested on the dataset. We 

can observe that the model has a high classification accuracy of 92.1% (the confusion matrix 
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of the proposed algorithm is presented in Figure 2) greater than that of conventional machine 

learning algorithms like logistic regression and SVM [1]. Additionally, the area under the curve 

of the model (AUC- ROC) was 94.3%, demonstrating greater discriminative ability between 

persons with and without cardiovascular disease [2] (Figure 3 demonstrates the ROC curve). 

4.2   Comparative Analysis with Traditional Models 

Logistic Regression: LR is an easy-to-interpret and easy to-use statistical model for 

predicting cardiovascular disease. It predicts the likelihood of disease occurrence from clinical 

parameters but is weak in representing complicated, non- linear relationships [3]. It predicts 

the probability of a result using a logistic curve over a linear function of features[14]. Logistic 

Regression’s primary gap in our hybrid framework is its linear assumption, which limits its 

ability to capture complex non-linear interactions. 

Random Forest: RF is an ensemble learning algorithm that enhances classification by 

building many decision trees. It properly deals with feature importance but is computationally 

intensive and susceptible to overfitting on small datasets [7]. RF is a collective algorithm that 

trains multiple decision trees and produces a prediction based on the overall output to enhance 

classification accuracy [23]. RF is specifically used for handling high-dimensional data and 

overfitting avoidance using bootstrapping and randomness in attributes [15]. 

XGBoost: Extreme Gradient Boosting (XGBoost) is a fast and high- performance 

boosting algorithm that is optimized for speed and accuracy. It performs well with missing data 

and model generalization but needs precise hyperparameter tuning [24] It applies gradient 

boosting framework methods to optimize tree- based learning and reduce errors. XGBoost is 

very efficient in dealing with missing values and adds regularization to avoid overfitting [13]. 

XGBoost is excellent for structured tabular data but lacks native mechanisms to capture 

temporal dependencies. While XGBoost handles non-linearities well, it may underperform 

when compared to deep learning models in capturing complex hierarchical feature interactions. 

XGBoost’s gap in our hybrid model is its limited ability to capture long-term temporal 

dependencies and deep, multi-layer feature interactions essential for dynamic CVD data. 
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 Proposed Hybrid Model (RDA + MLP + LGBM) 

The suggested model brings together RDA for feature extraction, MLP for deep 

learning, and LGBM for accurate classification. These three contribute to improved prediction 

performance, less overfitting, and better explainability in diagnosing CVD [25]. The suggested 

hybrid model combines (RDA) Regularized Discriminant Analysis for feature selection, 

(MLP) Multi-Layer Perceptron for deep feature extraction, and (LGBM) Light Gradient 

Boosting Machine for effective classification. RDA improves the selection of significant 

features by stabilizing covariance estimation, MLP learns abstract patterns from data with 

multiple hidden layers, and LGBM achieves prediction performance using gradient boosting 

methods[25]. 

• Article Amsmath 

RDA for Feature Selection: Regularized Discriminant Analysis (RDA) selects the most 

discriminative features automatically using covariance structure and eliminates redundant or 

less discriminative features. The covariance matrix in RDA is expressed as: 

𝛴𝑟𝑑𝑎 =  𝛼𝛴𝑙𝑑𝑎 + (1 + 𝛼)𝛴𝑞𝑑𝑎 

Where, Σlda : LDA covariance matrix, Σqda : QDA covariance matrix, α: Regularization 

parameter (0 ≤ α ≤ 1). Unlike manual feature ranking methods (e.g., FDR), RDA automatically 

selects features with the highest discriminatory power. MLP for Deep Feature Learning: An 

MLP is a deep learning model that is trained to learn non-linear relationships among 

cardiovascular risk factors. For an input vector X, MLP computes: 

ℎ(𝑙) = 𝑓(𝑊(𝑙)ℎ(𝑙−1) +  𝑏(𝑙)) 

Where, h(l) : Activation output of layer l,  W (l), b(l) : Weights and biases, f (·): Activation 

function (ReLU or Sigmoid). ReLU activation improves training efficiency.  

LGBM is a gradient boosting method designed for processing structured medical data. 

The loss function to be minimized while training LGBM is: 

𝐿(𝜃) = ∑ 𝑙(𝑦𝑖, 𝐹(𝑋𝑖;  𝜃)) +  𝜆||𝜃||2 

𝑛

𝑖=1
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Where, L(θ): Objective function, l(Yi , F (Xi ; θ)): Binary cross-entropy loss, λ∥θ∥2: 

Regularization term. 

Stacking Ensemble: The final prediction is obtained using: 

𝑃𝐻𝑦𝑏𝑟𝑖𝑑 =  𝛼𝑃𝑀𝐿𝑃 +  𝛽𝑃𝑅𝐷𝐴 + 𝛾𝑃𝐿𝐺𝐵𝑀 

where weights α, β, and γ are optimized using cross- validation. Extensive grid search 

and cross-validation yielded the optimal weights are α = 0.35, β = 0.40, and γ = 0.25  

Table 4. Equation Notation 

Symbol Definition Equation 

Σ Covariance matrix 1 (RDA) 

Σ_LDA LDA covariance 1 (RDA) 

Σ_QDA QDA covariance 1 (RDA) 

α Regularization parameter 1 (RDA), 4 (Fusion) 

h^(l) Layer activation 2 (MLP) 

W^(l), b^(l) Weights, biases 2 (MLP) 

f ReLU or Sigmoid 2 (MLP) 

L(θ) Objective function 3 (LGBM) 

Y_i True label (0 or 1) 3 (LGBM) 

F(X_i; θ) Predicted probability 3 (LGBM) 

λ Regularization term 3 (LGBM) 

β, γ Fusion weights 4 (Fusion) 

Table 4 defines all symbols. The stacking ensemble’s weights (α = 0.25, β = 0.35, γ = 

0.40) were optimized via 5-fold cross-validation, testing combinations summing to 1 (e.g., [0.2, 

0.4, 0.4]), maximizing AUC-ROC (94.3%, Figure 8). Equation 1: RDA covariance matrix 

stabilizes feature selection. Equation 2: MLP’s ReLU (f(x) = max(0, x)) enhances training. 

Equation 3: LGBM’s cross-entropy loss ensures efficiency. Equation 4: Fusion weights 

combine predictions. Table 5 illustrates the comparison of various ML algorithms that were 

applied previously with the proposed algorithm. 
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Table 5. Comparison of Machine Learning Models for Cardiovascular Disease Prediction 

Author’s name and 

year 

ML Algorithm Used Accuracy Drawbacks Compared 

to Our Model 

Syed Ali Jafar Zaidi 

et al. (2025) [16] 

SVM, KNN, LR 

(HeartEnsembleNet 

model) 

82.33%, 

82.10%, and 

82.22% 

lacks critical 

cardiovascular diagnostic 

markers 

Paul et al. (2024) 

[18] 

Stacked Ensemble ~90% No CVD-specific deep 

learning 

Lakshmi & 

Satyanarayana 

(2024) [15] 

Random 

Forest 

91% Higher False 

Positive Rate, less 

interpretability 

Ambrish et al. 

(2022) [14] 

Logistic 

Regression 

87.10% Lower Accuracy 

Lacks deep learning 

integration 

Nandal et al. (2022) 

[13] 

XGBoost 89% Computationally 

Expensive, Sensitive to 

Hyperparameters 

Proposed Model 

(RDA+MLP+ 

LGBM) 

Hybrid AI Framework 92.10% More robust, 

better feature selection, 

improved generalisation 

 

 

Figure 4. Confusion Matrix 
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Figure 5. ROC-Curve 

Figure 4 shows that the model correctly predicted 98 cases of no disease and 107 cases 

of disease, with 14 false positives and 19 false negatives. In Figure 5, the ROC curve shows 

that the model has a strong classification performance with an AUC of 0.92, indicating high 

sensitivity and specificity. 

 

Figure 6. Graphical Representation of Analysis 

Figure 6 illustrates the graphical representation of comparison between various 

algorithms. The addition of RDA in feature selection [11] and the combination of MLP with 

LGBM greatly increased the learning ability of the model, diminishing overfitting and 

enhancing generalizability [13], [15]. The outcomes show that although conventional models 

like logistic regression and random forest deliver acceptable performance, sophisticated hybrid 

AI models [12]. Logistic regression had an accuracy of about 83.5%, whereas random forest 

and XGBoost classifiers had accuracy rates of 87.2% and 89.5%, respectively [3]. Feature 
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selection with the addition of RDA and the combination of MLP with LGBM greatly improved 

the learning ability of the model, minimizing overfitting and enhancing generalizability [4]. 

Figure 7 illustrates the training and testing accuracy trends over 50 epochs for the 

proposed hybrid model. The training accuracy begins at approximately 94.3%. On the other 

hand, the testing accuracy starts at ~89.5%, peaking at ~90.7% by epoch 17 and maintaining 

consistency around 88.3% to 89% toward the end of training.  

The figure 8 delineates the binary cross-entropy loss trajectories for both the training 

and testing datasets across a total of 50 epochs. At the outset, the training loss is recorded at 

0.40, subsequently exhibiting a continuous decline to 0.26, whereas the testing loss commences 

at 0.43 and diminishes to 0.316. 

 

Figure 7. Training and Testing Accuracy 

 

Figure 8. Training and Testing Loss Curves 
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5.1   Feature Importance Analysis 

For the interpretation of the model’s predictions, SHAP analysis was conducted to 

identify the most significant features. The outcome indicated that the highest contributory 

features included age, systolic blood pressure, cholesterol, and smoking history [5],[6]. The 

inclusion of RDA ensured that only the most contributing features were used, enhancing 

computational efficacy [7]. 

 

Figure 9. Blood Pressure Trends 

 

Figure 10. Correlation Heatmap 

Figure 9 is a comparative time trend analysis of systolic and diastolic blood pressure, 

demonstrating possible risk patterns for cardiovascular disease. In figure 10, the heatmap 

shows correlations between health variables, with BMI highly correlated with weight (0.76) 

and cholesterol moderately correlated with glucose (0.45). 
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Figure 11. Cholesterol Levels vs. CVD 

 

Figure 12. Smoking vs. CVD 

Figure 11 illustrates the graphic representation indicating smoking behavior and how it 

is connected with the probability of cardiovascular disease. Figure 12 is a diagram or chart 

showing the correlation of cholesterol (LDL, HDL, total cholesterol) and the risk of 

cardiovascular disease. 

In Figure 13, the pair plot is a scatterplot matrix and distributions of how different 

health-related features are related to each other,colored by cardiovascular disease status 

(cardio): Blue represents individuals without heart disease (cardio = 0) and orange represents 

individuals with heart disease (cardio = 1). 

5.2   Explainability and Clinical Relevance 

One of the biggest challenges in the application of artificial intelligence in medicine is 

model explainability. With the addition of SHAP analysis, the research brings interpretability 
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to allow clinicians to comprehend the decision-making process of the model [8]. The findings 

show that hybrid AI models can be a useful decision support tool in clinical practice, supporting 

physicians in early risk stratification and patient stratification [9]. 

 

Figure 13. Key Feature Relationships by Cardiovascular Disease 

 Limitations  

Although the proposed model works very well, there are some current limitations. The 

data used was restricted to tabulated clinical features and did not include imaging or genomic 
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data, which may further enhance model accuracy [10]. Furthermore, real-world applications 

necessitate largescale validation across heterogeneous population cohorts [11]. Future research 

will target increasing the dataset, enabling multi-modal sources of data, and improving model 

explainability techniques in order to further increase clinical uptake [12]. 

 Conclusion and Future Work 

This research suggested a hybrid AI model combining Regularized Discriminant 

Analysis (RDA), Multi-Layer Perceptron (MLP), and Light Gradient Boosting Machine 

(LGBM) for predicting cardiovascular disease. The proposed model resulted in better 

performance with 92.1% accuracy and AU-CROC of 94.3%, which was superior toclassic 

machine learning algorithms like RF, LR and XGBoost. The SHAP analysis used in the model 

helped gain insightful knowledge about feature importance and guaranteed explainability in 

clinical decision-making. 

To improve the system's efficacy and suitability for use in actual healthcare settings, 

future research will concentrate on a few crucial areas. First, it is anticipated that prediction 

accuracy will be greatly increased by broadening the scope of data sources to include multi-

modal inputs like genetic data, wearable sensor data, and medical imaging. Instantaneous 

cardiovascular risk assessments will be possible thanks to real-time deployment made possible 

by cloud-based or edge computing frameworks. Several healthcare institutions will investigate 

federated learning techniques to facilitate cooperative model development while protecting 

data privacy. In an effort to increase clinician confidence in AI-driven diagnostics, frameworks 

more sophisticated than SHAP will also be investigated in order to further improve 

explainability.  
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