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Abstract   

With the advancement in information technology and social media, there is a need for 

a patient sentiment-based healthcare system (HCS) to gauge its actual performance. Mining 

patient sentiment can provide valuable information about the strengths and weaknesses of these 

HCS and also help in their improvement. Sentiment analysis can help transform existing HCS 

into better and more efficient systems. Traditional sentiment analysis models are inefficient at 

capturing contextual information and high-dimensional data. This study aims to develop a 

classification model that allows the administration to evaluate the effectiveness of the 

healthcare system. This article proposes a hybrid deep neural network model, DeepCLNet, 

using the whale optimization technique (WOT) to enhance sentiment classification accuracy 

and fine-grain emotion analysis of patients. This model incorporates an adaptive feature 

weighting strategy that dynamically adjusts the weights and provides contextual sentiment 

refinement to deal with medical text. Furthermore, to enhance the capabilities of the model, this 

study proposes another hybrid model, BEDeepCLNet, by replacing the DeepCLNet embedding 

layer with BERT embeddings. The proposed models achieved state-of-the-art accuracies of 

96% and 98%, respectively. During the experiments, it was observed that the proposed model 

performed better than other existing deep learning models applied in this domain. We also 

compared the proposed model's performance with the best NLP transformers like BERT, 

RoBERTa, XLNet, and SWIN, etc. The proposed model utilizes fewer computing resources 

while offering better performance than the transformers. 

Keywords: Analysis, Deep Learning, Whale Optimization Algorithm, Healthcare services, 

Natural Language Processing, Adaptive Feature Weighting, Contextual Sentiment Refinement. 

 Introduction 

Understanding patient sentiment or feedback is essential in the modern healthcare 

environment for the improvement of medical services as well as patient satisfaction [1]. It is a 

challenging task due to the highly complex nature of the data. Millions of patients have 

accounts on different social media platforms from all over the world; patients can express their 

thoughts and opinions at any time on social media. Twitter is mostly used by researchers to 
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collect data [1][2]. Patients generally share their opinions about their health issues. They share 

issues related to the services provided by the HCS [3]; indirectly, they are expressing the real 

performance [4] of HCS. It is very difficult to collect and process such genuine reviews from 

patients. These reviews are mainly posted on Twitter. 

Sentiment analysis (also known as opinion mining) is a branch of natural language 

processing (NLP) that focuses on identifying, extracting, and classifying opinions or emotions 

expressed in text [5][6]. SA helps many industries gain insights into product quality. SA can 

also help to improve the HCS. This will be beneficial in improving the quality of services for 

patients [7]. While figuring out feedback among patients, SA synthesizes the good and bad 

aspects of the services. This provides a real picture of HCS among patients as well as other 

stakeholders. SA is not only used in the service industry like healthcare but also in other 

industries for the betterment of production. The healthcare industry is the backbone of the 

country. It is the largest industry serving people to recover their physical and mental health. 

The government always wants to evaluate the performance of its HCS. Yet, they have many 

other regulatory bodies to evaluate; they also want to assess genuine patient feedback. There 

are two approaches that help to mine patient sentiments. One is traditional machine learning 

methods, in which one has to engineer the features carefully, such as SVM, RF, etc. The second 

is deep learning methods like CNN and RNN that have proven to be leading in extracting lower-

level features. Deep learning has proven to provide human-like understanding [8][9] and 

performs well in language understanding and classification. This study proposes two hybrid 

models. The first one is the hybrid DeepCLNet. It is the combination of several layers of CNN 

and LSTM. The DeepCLNet layered architecture is represented by Fig. 1. This model not only 

classifies sentiments but is also capable of classifying the emotions (anxiety, fear, hope, or 

frustration) of patients. Hyperparameters were optimized through the whale optimization 

technique. The other hybrid model is BEDeepCLNet. It is also capable of classifying the 

sentiments as well as the emotions of patients. 

For comparison, this study experimented with many baseline deep learning models as 

well as state-of-the-art transformers. Finally, the major contribution of this work can be 

summarized as follows- 

• This study proposes two hybrid models, DeepCLNet and BEDeepCLNet for 

sentiment and emotion analysis (anxiety, fear, hope, or frustration) in healthcare.  

• The novelty of this study is  

o to add an attention layer with two heads for sentiment classification as well as 

to add fine grained emotion classification. 

o to use a BERT embedding layer and attention layer with the proposed model 

and develop a new hybrid model BEDeepCLNet. 

o to use the whale optimization technique to fine-tune the hyper-parameters of 

both models. 

• This study compares the proposed model with baseline deep learning models such 

as RNN, LSTM, GRU as well as the state-of-the-art transformer models such as 

BERT [10], RoBERTa  [11], DistilBERT [12] , XLNet [13] and SWIN-transformer 

[14]. 
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The paper follows this structure: Section II introduces related work. Section III 

highlights the methodology covering the theoretical concepts, data collection, data exploration 

and the general framework of the proposed model. Section 4 discusses the experimental setup, 

findings and discussions. Finally, Section 5 concludes the paper. 

 

Figure 1. DeepCLNet Layered Architecture 

 Related Work 

Opinions can be mined and categorized using Lexicon-based methods, machine 

learning, deep learning, and natural language processing. One of the simplest techniques for 

sentiment analysis is the lexicon-based approach. SentiWordNet is the most widely used 

lexicon, and SVM and Naïve Bayes are the most widely used machine learning techniques. 

According to the author [3], a lexicon-based approach should be used if time and data are 

limited; otherwise, a machine learning approach is advised. This is due to the fact that the 

machine learning approach necessitates a substantial amount of time for training as well as a 

large dataset. According to [15], natural language processing is the method that allows one to 

identify sentiments with human-like accuracy. 

 According to [16], opinion mining is performed using either a machine-learning-based 

approach or a rule-based approach. According to [2], Twitter is one of the most widely used 

microblogging tools by people. [5] used Twitter to analyze posts related to personal health 

information. [5] experimented with DT, SVM, and NB to classify the tweets. MaxEnt and SVM 

were proven to be the most effective in text classification in [1]. The authors used MaxEnt and 

NLP to predict the health status of patients from Twitter reviews. [17] examined six hundred 

forty-three internet comments that represent viewpoints on healthcare services in various 

nations. The author determined the frequency of healthcare-related subjects in the feedback. 

He also made an effort to categorize and rank the national HCS ratings of the respondents. This 

study advances the understanding of ML strategies and user-generated comments in practical 

ways. According to [18], NLP has become a powerful technique in recent years. The authors 
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have identified two algorithms of NLP: NER (named entity recognition) and REM (relation 

extraction method) to obtain content information. [19] proposed a misinformation detection 

system for online information. The authors identified this type of misinformation spreading, 

whether intentionally or unintentionally, that provides fake information about healthcare 

prospects. [19] proposed CSM with a feature-based approach to identify misinformation within 

healthcare URLs. According to [20], opinions and facts are two different things that can be 

extracted from textual information. [21] designed an ensemble drift detection algorithm to 

detect changing behavior in client opinions. They used this algorithm to classify opinions on 

Amazon product reviews and IMDb movie review datasets and achieved more accurate results. 

According to [1], people's health status, whether good or bad, can be inferred from their 

messages on micro-blogging social media posts. It is also believed that the effectiveness or 

ineffectiveness of a patient's treatment is proportionally related to the response of the healthcare 

agency. A person posts positive feedback only when the agency's services are suitable for 

successful treatment. [22] proposed a pain detection system using sentiment analysis. The 

authors captured facial expressions using a camera and created the model by fusing statistical 

and deep learning-based techniques. [23] developed a rating mechanism based on the ABSA 

method. The authors considered four aspects: Doctors, Staff services, Hospital facilities, and 

Affordability. They collected over 30,000 online reviews of more than 500 hospitals. [23] 

provided ratings for the hospitals, which really helps patients select the right hospital. [4] 

suggested that healthcare professionals should remain connected with their patients. The 

authors explained that iPRO (Invisible Patient Reported Outcomes) represents the emotions 

that patients are unable to express to doctors. Online reviews are the only place where patients 

express this sentiment, as indicated in [4], by combining supervised machine learning with 

natural language processing. [7] proposed a patient opinion mining model that integrates data 

from social media and the real healthcare system. The authors used a transition-based approach 

to reconcile the differences between informal patient language and the formal medical language 

used in standard oncology. The proposed model employs a mixed dictionary and medical text 

dependencies, as well as idea transformation algorithms. Specifically, opinion classification 

models share neural network layers, allowing for a deeper understanding and application of 

related sentiment information encoded within conceptualized features in different contexts [7]. 

[24] proposed a weighted TF-IDF word embedding scheme with a deep learning CNN+LSTM 

technique, which performs well and achieves good accuracy in the domain of product 

reviews.According to [25], the deep learning method is able to learn from its multiple layers 

and tune itself. DL is capable of learning attributes of the data and generating fine results. 

Because DL has performed better in many domains due to its feature extraction ability, it is 

also used in text, opinion, and sentiment analysis. Hai Ha Do used several deep learning 

approaches. The authors advocated for deep learning techniques in aspect-level sentiment 

analysis. They used more than thirty-nine methods for this purpose. The authors summarized 

the best architecture for the classification task and also used pre-trained models to increase 

performance. They experimented with CNN, RNN, LSTM, Bi-LSTM, and GRU. The study 

involved examining linguistic elements and concept-based knowledge to improve performance 

[28]. Research studies use deep learning methods, including Recurrent Neural Networks 

(RNNs), Long Short-Term Memory (LSTM), and Transformer-based architectures, to analyze 

sentiment in healthcare settings. The optimization process of hyperparameter tuning makes use 

of Genetic Algorithms (GA) and Particle Swarm Optimization (PSO). The hunting techniques 

of humpback whales have inspired WOA, which has become a successful method for both 

feature selection and optimization, enhancing model performance. The research intends to 

resolve two main issues in existing studies by implementing adaptive weighting for features 

together with context-based sentiment refinement. 
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Table 1. Summary of the Methods Used in Different Articles 

Ref. Method Description Application Dataset Results 

[22] SAS with 

the fusion 

of deep 

features & 

statistical 

features 

captured facial 

emotions for sentiment 

prediction 

Pain 

detection 

shooting 

video of 

patients in 

McMaster 

University 

SAS 

Accuracy: 

83.71 on 

UNBC 

Shoulder Pain 

database and 

SAS 

Accuracy: 

75.67% on D2 

database 

[19] CSM Proposed CSM is better 

than the feature based 

method. 

misinformat

ion 

detection in 

healthcare 

CoAID, 

FakeHealth, 

ReCOVery 

Accuracy: 

87.30 on 

CoAID, 86.30 

ReCOVery, 

85.26 

FakeHealth 

datasets 

[23] ABSA, 

SentiWord

Net 

ABSA can aid 

customers in choosing 

services more wisely by 

enabling them to make 

more informed 

judgments. 

Hospitals 

reviews 

collected 30 

hospitals 

data 

- 

[15] CNN combining different 

types of features from 

tweets to create tweet 

embedding 

healthcare Twitter F1-

Score:81.00% 

[1] MaxEnt + 

GIS algo 

help healthcare 

providers to get in 

touch with continuously 

health condition 

can predict 

health status 

of patient 

Twitter MaxEnt +GIS 

Accuracy:85 

[7] SVM, 

LSTM, 

Bi-LSTM 

Combined given ML-

DL with different 

combination of word 

vectorization- 

Word2Vec, Glove and 

Proposed a New 

Vectorization Scheme 

Drug 

reaction 

Twitter Bi-LSTM + 

Proposed 

Vectorization 

Accuracy: 

81% 
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[4] multi-step 

sifting 

algorithm 

capture iPRO, inform 

professionals and lead 

to more connected 

professionalized 

treatment 

Healthcare Twitter - 

 Methodology 

This study will employ a hybrid deep learning approach to analyze patient opinions, 

combining several neural network architectures to maximize the strengths of each model. The 

methodology consists of the following steps:  

3.1   Data Collection and Preprocessing 

For data collection, Kaggle, UCI, and GitHub were explored to find a suitable dataset. 

Patient reviews were required. The selected dataset is available on Kaggle [26], which contains 

tweets related to reviews of healthcare services. In addition to this, 25,000 Twitter posts were 

scraped using the Twitter API. This data was then merged with the Kaggle dataset (87,051 + 

25,000). The final dataset contains 112,051 records. As the dataset did not have labels, it was 

annotated after preprocessing. NLTK was used for preprocessing, and sentiment annotation 

was performed using TextBlob [27], SentiWordNet [28], and VADER [29]  lexicon techniques. 

Table 2. Unique Label Count in Dataset 

Label Description Count 

Good Indicate the efficiency of HCS 51,564 

Bad Indicate the deficiency of HCS 32,840 

Neutral Indicate the review is just related to the HCS. 27,647 

 

       

Figure 2. Data Distribution within Three Classes 

The dataset is classified into three labels: good, bad, or neutral. A good review shows 

the effectiveness of an HCS. A bad review shows the deficiency of the HCS. A neutral review 

indicates that the review is just related to the HCS. Table 2 represents the dataset distribution 
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across the three classes: Good, Bad, and Neutral. This is a highly imbalanced dataset. There are 

two techniques to balance the dataset: data augmentation or data removal. To maintain the 

integrity of the reviews, this study selects the removal method for balance. Text pre-processing 

steps are described in detail in the following section. 

 

Text Pre-Processing Steps Applied on Dataset. 

𝐵𝐸𝐺𝐼𝑁 

    // 𝑆𝑡𝑒𝑝 1: 𝑅𝑒𝑚𝑜𝑣𝑒 𝑑𝑢𝑝𝑙𝑖𝑐𝑎𝑡𝑒 𝑚𝑒𝑠𝑠𝑎𝑔𝑒𝑠 

    𝑅𝐸𝑀𝑂𝑉𝐸 𝑑𝑢𝑝𝑙𝑖𝑐𝑎𝑡𝑒 𝑚𝑒𝑠𝑠𝑎𝑔𝑒𝑠 𝑓𝑟𝑜𝑚 𝑑𝑎𝑡𝑎𝑠𝑒𝑡 

        // 𝑆𝑡𝑒𝑝 2: 𝐶𝑜𝑛𝑣𝑒𝑟𝑡 𝑎𝑙𝑙 𝑑𝑎𝑡𝑎 𝑖𝑛𝑡𝑜 𝑙𝑜𝑤𝑒𝑟𝑐𝑎𝑠𝑒 

    𝐹𝑂𝑅 𝑒𝑎𝑐ℎ 𝑚𝑒𝑠𝑠𝑎𝑔𝑒 𝑖𝑛 𝑑𝑎𝑡𝑎𝑠𝑒𝑡: 

        𝐶𝑂𝑁𝑉𝐸𝑅𝑇 𝑚𝑒𝑠𝑠𝑎𝑔𝑒 𝑡𝑜 𝑙𝑜𝑤𝑒𝑟𝑐𝑎𝑠𝑒 

    // 𝑆𝑡𝑒𝑝 3: 𝑅𝑒𝑚𝑜𝑣𝑒 𝑠𝑝𝑒𝑐𝑖𝑎𝑙 𝑐ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑠 𝑓𝑟𝑜𝑚 𝑡ℎ𝑒 𝑑𝑎𝑡𝑎 

    𝐹𝑂𝑅 𝑒𝑎𝑐ℎ 𝑚𝑒𝑠𝑠𝑎𝑔𝑒 𝑖𝑛 𝑑𝑎𝑡𝑎𝑠𝑒𝑡: 

        𝑅𝐸𝑀𝑂𝑉𝐸 𝑠𝑝𝑒𝑐𝑖𝑎𝑙 𝑐ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑠 𝑙𝑖𝑘𝑒 "#", "@", "! ", ". . . " 𝑓𝑟𝑜𝑚 𝑚𝑒𝑠𝑠𝑎𝑔𝑒 

        // 𝑆𝑡𝑒𝑝 4: 𝑅𝑒𝑚𝑜𝑣𝑒 𝑛𝑢𝑚𝑏𝑒𝑟𝑠 𝑓𝑟𝑜𝑚 𝑡ℎ𝑒 𝑑𝑎𝑡𝑎 

    𝐹𝑂𝑅 𝑒𝑎𝑐ℎ 𝑚𝑒𝑠𝑠𝑎𝑔𝑒 𝑖𝑛 𝑑𝑎𝑡𝑎𝑠𝑒𝑡: 

        𝑅𝐸𝑀𝑂𝑉𝐸 𝑛𝑢𝑚𝑏𝑒𝑟𝑠 𝑓𝑟𝑜𝑚 𝑚𝑒𝑠𝑠𝑎𝑔𝑒 

        // 𝑆𝑡𝑒𝑝 5: 𝑅𝑒𝑚𝑜𝑣𝑒 𝑒𝑥𝑡𝑟𝑎 𝑤ℎ𝑖𝑡𝑒 𝑠𝑝𝑎𝑐𝑒 

    𝐹𝑂𝑅 𝑒𝑎𝑐ℎ 𝑚𝑒𝑠𝑠𝑎𝑔𝑒 𝑖𝑛 𝑑𝑎𝑡𝑎𝑠𝑒𝑡: 

        𝑅𝐸𝑀𝑂𝑉𝐸 𝑒𝑥𝑡𝑟𝑎 𝑤ℎ𝑖𝑡𝑒 𝑠𝑝𝑎𝑐𝑒𝑠 𝑓𝑟𝑜𝑚 𝑚𝑒𝑠𝑠𝑎𝑔𝑒 

        // 𝑆𝑡𝑒𝑝 6: 𝑅𝑒𝑚𝑜𝑣𝑒 𝑝𝑢𝑛𝑐𝑡𝑢𝑎𝑡𝑖𝑜𝑛 

    𝐹𝑂𝑅 𝑒𝑎𝑐ℎ 𝑚𝑒𝑠𝑠𝑎𝑔𝑒 𝑖𝑛 𝑑𝑎𝑡𝑎𝑠𝑒𝑡: 

        𝑅𝐸𝑀𝑂𝑉𝐸 𝑝𝑢𝑛𝑐𝑡𝑢𝑎𝑡𝑖𝑜𝑛 𝑚𝑎𝑟𝑘𝑠 𝑓𝑟𝑜𝑚 𝑚𝑒𝑠𝑠𝑎𝑔𝑒 

        // 𝑆𝑡𝑒𝑝 7: 𝑅𝑒𝑚𝑜𝑣𝑒 𝑆𝑡𝑜𝑝 𝑤𝑜𝑟𝑑𝑠 

    𝐹𝑂𝑅 𝑒𝑎𝑐ℎ 𝑚𝑒𝑠𝑠𝑎𝑔𝑒 𝑖𝑛 𝑑𝑎𝑡𝑎𝑠𝑒𝑡: 

        𝑅𝐸𝑀𝑂𝑉𝐸 𝑠𝑡𝑜𝑝 𝑤𝑜𝑟𝑑𝑠 𝑓𝑟𝑜𝑚 𝑚𝑒𝑠𝑠𝑎𝑔𝑒 

        // 𝑆𝑡𝑒𝑝 8: 𝑃𝑒𝑟𝑓𝑜𝑟𝑚 𝑠𝑡𝑒𝑚𝑚𝑖𝑛𝑔 𝑎𝑛𝑑 𝑙𝑒𝑚𝑚𝑎𝑡𝑖𝑧𝑎𝑡𝑖𝑜𝑛 

    𝐹𝑂𝑅 𝑒𝑎𝑐ℎ 𝑚𝑒𝑠𝑠𝑎𝑔𝑒 𝑖𝑛 𝑑𝑎𝑡𝑎𝑠𝑒𝑡: 
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        𝑃𝐸𝑅𝐹𝑂𝑅𝑀 𝑠𝑡𝑒𝑚𝑚𝑖𝑛𝑔 𝑜𝑛 𝑚𝑒𝑠𝑠𝑎𝑔𝑒 

        𝑃𝐸𝑅𝐹𝑂𝑅𝑀 𝑙𝑒𝑚𝑚𝑎𝑡𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝑜𝑛 𝑚𝑒𝑠𝑠𝑎𝑔𝑒 

        // 𝑆𝑡𝑒𝑝 9: 𝐴𝑛𝑛𝑜𝑡𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑑𝑎𝑡𝑎𝑠𝑒𝑡 𝑖𝑛𝑡𝑜 𝑡ℎ𝑟𝑒𝑒 𝐶𝑙𝑎𝑠𝑠𝑒𝑠 
−  𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒, 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒, 𝑎𝑛𝑑 𝑁𝑒𝑢𝑡𝑟𝑎𝑙 

    𝐹𝑂𝑅 𝑒𝑎𝑐ℎ 𝑚𝑒𝑠𝑠𝑎𝑔𝑒 𝑖𝑛 𝑑𝑎𝑡𝑎𝑠𝑒𝑡: 

        𝐴𝑁𝑁𝑂𝑇𝐴𝑇𝐸 𝑚𝑒𝑠𝑠𝑎𝑔𝑒 𝑎𝑠 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒, 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒, 𝑜𝑟 𝑁𝑒𝑢𝑡𝑟𝑎𝑙 𝑏𝑎𝑠𝑒𝑑 𝑜𝑛 𝑠𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡 

        // 𝑆𝑡𝑒𝑝 10: 𝑃𝑒𝑟𝑓𝑜𝑟𝑚 𝐷𝑎𝑡𝑎𝑠𝑒𝑡 𝑏𝑎𝑙𝑎𝑛𝑐𝑖𝑛𝑔 

    𝐵𝐴𝐿𝐴𝑁𝐶𝐸 𝑑𝑎𝑡𝑎𝑠𝑒𝑡 𝑡𝑜 𝑒𝑛𝑠𝑢𝑟𝑒 𝑒𝑞𝑢𝑎𝑙 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 𝑜𝑓 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒, 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒, 𝑎𝑛𝑑 𝑁𝑒𝑢𝑡𝑟𝑎𝑙 𝑐𝑙𝑎𝑠𝑠𝑒𝑠 

𝐸𝑁𝐷 

3.2   Data Exploration and Analysis 

The data is explored using python language. Fig. 4 (a) shows the top words frequencies 

in the good reviews and (b) shows the top words frequencies in the bad reviews. Most of the 

top ten words are common and shows relatedness of the review of patient sentiment towards 

HCS. Many frequent words are same as healthcare, feedback, review etc. The words thank, 

good, well, new, great, service indicates the quality of HCS in positive manner while leave, 

need, help, please, see, covid are the indicates the quality of HCS in negative manner. Negative 

words show the pressure and emotions of patients. The word-cloud is represented by Fig. 3. 

 

Figure 3. Word-Cloud Representation of the Data 

3.3   Data Splitting 

Data is divided into 60% for training, 20% for validation and 20% for testing samples 

respectively.  

3.4   Proposed Hybrid Method - DeepCLNet 

The proposed DeepCLNet is a combination of one input layer, one text embedding 

layer, two convolution layers, one LSTM network, one dense layer, attention layer, one 
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sentiment classification output layer and one emotion classification output layer. It classifies 

text into good, bad and neutral. The first part of DeepCLNet is CNN.  

Convolution Layer: Conv1D is used for processing one-dimensional sequences, such as 

text. Filters: This parameter determines the number of filters (or kernels) that the layer will use. 

Each filter is responsible for learning different features from the input text. In this case, there 

are 32 filters. 

 

Figure 4 (a). Word frequencies in Good Reviews 

 

Figure 4 (b). Word Frequencies in Bad Reviews 

Activation Function (ReLU): After producing the feature map, the ReLU activation 

function is utilized. It introduces nonlinearity into the network and is known for its simplicity 

and speed. It replaces negative values with zero, which accelerates training and reduces 

computation time. 

𝑌𝑖 =  𝑅𝑒𝐿𝑈 (∑ 𝑊𝑗
𝑛
𝑗=1 ∗ 𝑋𝑖+𝑗−1  + 𝑏)                            (1) 

MaxPooling1D is a pooling layer used to down-sample the spatial dimensions of the 

input sequence. It retains the most important information from the output of the convolution 
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layer. This parameter sets the size of the pooling window and specifies how many adjacent 

values are considered in the pooling operation. In this case, the pooling window size is 2. 

𝑍𝑖 =  𝑀𝑎𝑥 𝑗=1
2 ∗ 𝑌2𝑖+𝑗−2                             (2) 

Above equation represents convolution operation (1) where 𝑊𝑗 represents the 

convolutional kernel, 𝑋𝑖+𝑗−1 is the input element at position 𝑖 + 𝑗 − 1 and max pooling 

operation (2) where 𝑌2𝑖+𝑗−2 is the element at position 2𝑖 + 𝑗 − 2 element. In the third layer, the 

convolution operation with an L2 regularizer (regularization strength of 0.01) is repeated, 

followed by the second max-pooling layer.  

Then the output was passed to the LSTM layer. LSTM layer has 150 units. LSTM have 

the six gates. 𝑓𝑡 represents forget gate,  𝑖𝑡 represents input gate, 𝑜𝑡 is output gate  𝐶𝑡̃,  𝐶𝑡, and 

ℎ𝑡  are the cell and hidden states as given in following equations. 

𝑓𝑡  =  𝜎(𝑊𝑓 ⋅  [ℎ{𝑡−1}, 𝑥𝑡] +  𝑏𝑓)                            (3) 

𝑖𝑡 =  𝜎(𝑊𝑖 ⋅  [ℎ{𝑡−1}, 𝑥𝑡] +  𝑏𝑖)                            (4) 

𝐶𝑡̃ = tanh(𝑊𝐶 ⋅  [ℎ{𝑡−1}, 𝑥𝑡] +  𝑏𝐶)                             (5) 

𝐶𝑡 =  𝑓𝑡 ∗  𝐶{𝑡−1} + 𝑖𝑡 ∗  𝐶𝑡̃                              (6) 

𝑜𝑡 =  𝜎(𝑊𝑜 ⋅  [ℎ{𝑡−1}, 𝑥𝑡] + 𝑏𝑜)                             (7) 

ℎ𝑡 =  𝑜𝑡 ∗ tanh(𝐶𝑡)                               (8) 

It processes the sequence output from the CNN layers and produce a hidden state. 

followed by dropout layer. The output of LSTM passed to the attention layer. The attention 

layer uses learnable weights Wa and bias ba to compute attention scores   

𝑎𝑡 =  𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑊𝑎ℎ𝑡 +  𝑏𝑎)                                         (9) 

Context vector (weighted sum of hidden states): 

𝐴 =  ∑ 𝑎𝑡ℎ𝑡
𝑇/4
𝑡=1                                          (10) 

The share attention output is them move two different sides one is for main sentiment 

classification head 𝑌𝑖 

𝑌𝑖 =  𝑆𝑜𝑓𝑡𝑚𝑎𝑥 (𝑊𝑚𝑎𝑖𝑛𝐴 + 𝑏𝑚𝑎𝑖𝑛 )                          (11) 

other side is for emotion classification head 𝑌𝑗 

𝑌𝑗 =  𝑆𝑜𝑓𝑡𝑚𝑎𝑥 (𝑊𝑓𝑖𝑛𝑒𝐴 +  𝑏𝑓𝑖𝑛𝑒 )                          (12) 

Above equation determines the main sentiment classification and emotion 

classification. Both are connected with the attention layer. 
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3.5   Feature Extraction 

Trainable-Embedding (WE-1) as well as Word2Vec (WE-2) were used for feature 

extraction. Both feature extraction techniques in natural language processing (NLP) capture the 

context of the message. The Word Embedding layer creates vectors to represent words. Two 

hundred and fifty vectors were created for each word using the Word Embedding layer.  

The combination of Conv-1D and Max-pooling is a common pattern in CNNs. Conv-

1D helps to capture local patterns from input text while pooling reduces the dimensionality of 

the features. The CNN layer in the model applies common convolutional filters to the input 

text. Each filter is a small sliding window that moves across the sequence length of the input 

text data. Here how the convolution operation works in feature extraction. For each filter fk 

(where k ∈ (1, …., number of filters)) the convolution operation involves sliding the filter across 

the sequence length of the input text data. The input data is a sequence of the embedded word 

vectors represented as a 3D tensor x with shape (samples, sequence length, embedding layer). 

The filter fk is a 2D tensor with shape (filter size, embedding size). The convolution operation 

between filter fk and a segment of the input sequence can be mathematically represented as: 

𝑦𝑖,𝑘 =  ∑ (𝑥𝑖,𝑗 ∗  𝑓𝑘,𝑗 
𝑓𝑖𝑙𝑡𝑒𝑟_𝑠𝑖𝑧𝑒
𝑗=1 ) + 𝑏𝑘                                          (13) 

Where 𝑦𝑖,𝑘 is the output of the convolution for the k-th filter at position i, 𝑥𝑖,𝑗 is the 

input sequence at position i+j, 𝑓𝑘,𝑗 is the value of the k -th filter at position j, 𝑏𝑘 is the bias term 

for the k -th filter. After the convolution, an activation function (such as ReLU) is applied to 

the output to introduce non-linearity. The CNN layer produces a 3D output tensor with shape 

(samples, sequence length, filters). 

This output contains the activation levels of each filter for each input sequence and each 

position in the sequence. Filters in the CNN layer are designed to capture specific features from 

the input data. These can be n-grams, phrases or other patterns in the text. Observing how 

activation levels vary across different samples and sequence lengths can provide information 

about what features each filter is capturing and how consistently it behaves across different 

input samples. 

3.6   Hybrid Bert Embedding with DeepCLNet – BEDeepCLNet 

This hybrid model is blended with BERT embeddings and tokenization layers. This 

model has the BERT feature extraction layer at the top. The first layer is the input layer. Input 

text is then transferred to BERT embeddings and attention. This generates sequential output. 

This sequential output is then transferred to two convolutional networks. This will eventually 

reduce the dimensionality as well as the network complexity. Then the output is passed to the 

LSTM, followed by dropout and the attention head. The attention head derives two different 

classifiers: one is used for sentiment classification, and the other network is used for emotion 

classification. The pipeline of BEDeepCLNet is represented in Fig. 5. 
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Figure 5. BEDeepCLNet Pipeline 

3.7   Whale optimization technique 

The whale optimization technique(WOA) [30].is used to optimize the hyper-parameters 

in our proposed deep learning model- DeepCLNet. It provides the best hyper-parameters to our 

model. WOA is a metaheuristic technique uses whale humpback hunting method. It is found 

useful in 7 different fields and 17 subfields of engineering domain. WOA is used to improve 

neural network architectures by hyper-parameter tuning and optimizing weight configuration 

and learning rate. The algorithm excels at balancing the exploration and exploitation phases, 

which is important in searching for global optima in complex, multi-dimensional spaces such 

as those found in deep learning models. 

The three primary stages of the WOA operations are prey discovery, spiral bubble-net 

feeding, and prey encirclement. These processes align with optimization processes in which 

whale agents adjust their position with respect to a leader to iteratively refine the solution that 

is the best solution discovered so far. For problems such as feature selection, image 

classification and neural network training in deep learning, the algorithm's ability to avoid local 

minima through a dynamic balance between exploration (discovering new areas) and 

exploitation (improving existing solutions) makes it suitable. 

3.8   Performance Measure and Evaluation Metrics 

• The performance measurement is applied after training the model. The following 

measures are applied after generating the confusion matrix. The following 

equations are used for the performance measurement in terms of Accuracy, F1-

score, Recall, and Precision. Accuracy measures the correct prediction ratio from 

total predictions. The F1-score provides a correct measure of accurate prediction if 
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the dataset is imbalanced. In our scenario, there are four parameters required to 

calculate accuracy, precision, and recall: True Positive (TP), True Negative (TN), 

False Positive (FP), and False Negative (FN).TP refers to correctly classified 

positive instances. 

• TN refers to correctly classified negative instances. 

• FP occurs when a negative instance is incorrectly classified as positive. 

• FN occurs when a positive instance is incorrectly classified as negative. 

Accuracy = 
𝑇𝑃+𝑇𝑁 

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                                      (14) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                  (15) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
                 (16) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  2 ∗  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
                                     (17) 

3.9   Experimental Setup  

The proposed methods, DeepCLNet and BEDeepCLNet, were developed in a Google 

Colab notebook using the whale optimization technique. TensorFlow and Keras libraries were 

utilized for defining and training the neural network architecture. NLTK and Gensim libraries 

were employed for data preprocessing. These models classify text into three classes of 

sentiment as well as four classes of emotions, employing categorical cross-entropy to measure 

the loss. The following equation defines loss in a multiclass classification problem. 

𝑙𝑜𝑠𝑠(𝑙) = − ∑ 𝑦𝑖,𝑚
𝑛

𝑚=1
log(𝑝𝑖,𝑚)                          (18) 

This is the categorical cross-entropy loss, commonly used for multiclass classification 

problems. It measures how far the predicted class probabilities are from the actual labels. The 

loss is low when the predicted probability for the correct class is high, and it increases as the 

model becomes more confident in a wrong prediction. Here n is number of classes and m 

belongs to the class and p belongs to the probability. The learning rate is set to 0.001.  

1818143928 

 Results and Discussion 

The effectiveness of the suggested model DeepCLNet was assessed by testing it with 

well-known deep neural networks. The embedding layer has different embedding techniques 

such as WE-1 (custom trainable embeddings) and WE-2 (Word2Vec). We have taken RNN, 

LSTM, Bi-LSTM, and GRU models and used the given embeddings. We compare the results 

of these models with the proposed model DeepCLNet. The results are shown in Table 3. In Fig. 

3 and Fig. 4, we can see the performance comparison between the baseline deep learning 

models and the proposed model. The difference in performance is plotted based on WE-1 and 

WE-2. DeepCLNet with WE-2 embedding demonstrates the highest performance, achieving an 

accuracy and F1-Score of 96%. The highest accuracies among the conventional models are 
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shown by LSTM and Bi-LSTM with WE-2 embedding, suggesting that they are capable of 

capturing a respectable degree of context and semantics. 

Table 3. Performance Metrics of Different Baseline Deep Learning Models 

Model WE-1 WE-2 
 

Accura

cy 

F1 Recall Precisi

on 

Accurac

y 

F1 Recal

l 

Precisio

n 

RNN 0.7619 0.758

3 

0.7668 0.7501 0.7718 0.768 0.762

9 

0.7732 

Bi-LSTM 0.8158 0.809

5 

0.8101 0.8091 0.8287 0.825

7 

0.823

8 

0.8258 

GRU 0.7911 0.788

3 

0.7867 0.7901 0.8098 0.814

6 

0.807

8 

0.8105 

LSTM 0.8127 0.809

3 

0.8101 0.8086 0.8278 0.828

7 

0.835

8 

0.8218 

DeepCLNet 0.9364 0.936

2 

0.9367 0.9359 0.9687 0.965

5 

0.967

8 

0.9612 

 

 

Figure 6. Comparison of DeepCLNet with Baseline Deep Learning Using WE-1 
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Figure 7. Comparison of DeepCLNet with Baseline Deep Learning Using WE-2 

 

a) 

 

            b)                        c)                                  d) 

Figure 8. ROC Curves of a) Proposed DeepCLNet Model b) Neutral Reviews, c) 

Good Reviews, d) Bad Reviews 

This curve displays the performance of proposed model on each class and effectiveness 

of classification. 

Here, the ROC curve is ideal, but the accuracy is only slightly above 96.87%. This 

usually means the model is performing well in distinguishing between classes. The first reason 
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is that ROC measures probability ranking, not exact labels. This means ROC-AUC checks how 

well the model ranks positive vs. negative cases, not whether it makes exact correct predictions. 

So, a model can have a high AUC (distinguishing well) but still misclassify some borderline 

cases, lowering accuracy. In multi-class problems (like three sentiment and four emotion 

classes), AUC might be computed per class or in a one-vs-rest fashion. High AUC for each 

class doesn’t always translate into high overall accuracy. 

Table 4. Comparison of Transformers Accuracy with Proposed Model 

Transformers Accuracy 

BERT 0.9521 

RoBERTa 0.9668 

DistilBERT 0.9582 

XLNet 0.9612 

SWIN 0.9687 

BEDeepCLNet 0.9821 

 

 

Figure 9. Comparison of Different Transformers Models with Proposed Model 

BEDeepCLNet 

Table 5 shows the comparison between the proposed approach and the previous 

approaches. This table includes the methods, descriptions of the methods, applications, 

datasets, and results. It is clear from the results produced by the proposed models that they are 

unmatched, i.e., better than the previous work. The proposed approaches can be used for the 

detailed analysis of patient sentiment as well as the emotions of the patients, which are not 

addressed in any previous approaches. 
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Table 5. Comparison with Previous Studies 

Ref. Method Results 

[15] CNN F1-Score:81.00% 

[7] SVM, LSTM, Bi-LSTM Bi-LSTM + Proposed Vectorization 

Accuracy: 81% 

Proposed 

work 

Hybrid models 

DeepCLNet and 

BEDeepCLNet 

DeepCLNet acc:96%; BEDeepCLNet 

acc:98% 

 

 Future Enhancement 

The hybrid architecture DeepCLNet and BEDeepCLNet, both combining CNN and 

LSTM layers, increase the number of parameters, leading to higher computational costs and 

longer training times, especially with large datasets. Future work will focus on developing 

domain-specific lexicons. These lexicons will be used to train the models for more accurate 

classification. Furthermore, different optimization techniques could be effectively used with 

deep learning hybrid models to gain more performance with fewer computational resources. 

 Conclusion 

Patient sentiment reflects their health condition and directly impacts quality of life. 

Analyzing opinions shared on social media can help evaluate the performance and satisfaction 

levels of healthcare systems (HCS). This study introduces two hybrid deep learning models: 

DeepCLNet and BEDeepCLNet. DeepCLNet combines CNN, LSTM, and ANN layers and is 

optimized using the Whale Optimization Technique for efficient sentiment and emotion 

classification. BEDeepCLNet enhances DeepCLNet by incorporating BERT embeddings and 

tokenization for better contextual understanding. 

DeepCLNet trains faster, while BEDeepCLNet achieves about 2% higher accuracy. 

Experimental results show that DeepCLNet outperforms traditional models such as RNN, 

LSTM, Bi-LSTM, and GRU. Two feature extraction methods were used: trainable word 

embeddings (WE-1) and Word2Vec (WE-2), with WE-2 delivering superior results. 

BEDeepCLNet also outperforms leading transformer-based models like BERT, RoBERTa, 

DistilBERT, XLNet, and SWIN-Transformer. Both models are resource-efficient and suitable 

for real-time sentiment analysis in healthcare applications.  

The hybrid architecture DeepCLNet and BEDeepCLNet, both combining CNN and 

LSTM layers, increases the number of parameters, leading to higher computational cost and 

longer training times, especially with large datasets. In future work will focus, on developing 

domain-specific lexicon. These lexicons will be used to train the models for more accurate 
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classification. Further different optimization techniques could be effectively used with deep 

learning hybrid models to gain more performance with fewer computational resources.  
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