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Abstract   

In the proposed methodology, explore the superiority of different texture regions in an 

image along with log DCT and LBP. The image entirely metamorphoses into a local binary 

pattern domain using this technique. The ensuing step is to generate non-overlapping blocks 

based on the LBP image. The DCT coefficients are obtained   in a zigzag pattern from each 

subsequent block. The EM technique is used to evaluate the model parameters, under the 

assumption that the feature vectors follow a new multivariate symmetric mixture model. The 

model parameters are initialized using the moment estimation technique and the hierarchical 

clustering approach. A Bayesian framework and the maximum likelihood method were used to 

develop the texture segmentation algorithm. In the Brodatz set's database, randomly selected 

images were used to implement the proposed algorithm using performance metrics like GCE, 

PRI, and VOI. Considering the performance metrics, this technique is better than the current 

texture segmentation algorithms. The segmentation accuracy is quantified via metrics like 

GCE, PRI, VOI, accuracy, precision, recall, F-measure, enhanced correctness, and enhanced 

model performance. Comparative studies show that integrating both LBP and log-DCT 

increases reliability and precision in texture segmentation. 

Keywords: MNSMM, PRI, GCE, DCT Coefficients, Local Binary Patterns. 

 Introduction 

As per the world scenario in research, texture segmentation is the main challenge. The 

most critical applications in image processing, which is connected to computer vision, include 

medical imaging, remote sensing, and various engineering applications. The main objective of 

this segmentation is to divide the image into regions that have textural properties. In the 

development of texture segmentation, it is most convoluted to determine metrics to evaluate 

illumination, complex patterns, and edges. To solve these, feature methodologies are becoming 

increasingly significant. Strengths of internal and external computations segment textures. In 

this proposal, we introduce discrete cosine transform (DCT) and local binary patterns for the 

segmentation of textures; these are most efficient in estimating the texture features with respect 

to all blocks. Additionally, the transformed DCT is evaluated well in this proposed model of 

the Multivariate New Symmetric Mixture Model to represent the complex distribution of these 
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curved features. The EM algorithm approach is implemented for finding the parameters in 

MNSMM’s. This approach addresses fast convergence and maximum precision. The proposed 

model delivers extensive results compared to traditional texture segmentation methods on 

guaranteed texture datasets like the Brodatz dataset. This method has proven to have very low 

complexity in evaluating various texture blocks. The boundaries of the segments of blocks are 

also evaluated. The proposed method supports many regular implementations in research, 

whereas the accuracy is maximized. This method analyzes lightning computations heavily in 

all aspects. It will perform with metrics of GCE, PRI, and VOI on datasets like the Brodatz 

dataset. Its core strength lies in image decomposition, in which more complex blocks are 

deepened, while lower-order blocks are considered lesser identifications. Hence, the 

application of DCT achieves dimensionality reduction. Every image consists of pixels that 

encompass a range of frequencies, which convey information across micro and macro levels. 

In a texture image, while performing data operations, DCT preserves only the major effective 

macro information and removes most of the minimal and micro information. The micro level 

confines the inter-pixel associations; it is the fundamental aspect. Therefore, leaning 

exclusively on DCT might result in significant information being lost. This study applies the 

pixels' local binary patterns (LBP) to define the complexity in internal linkages of pixels. The 

main strength of texture segmentation lies in complicated blocks that are most involved in depth 

when less ordered blocks are considered as having fewer identifications. Mainly, the DCT leads 

to dimensionality reduction and evaluates each image's pixels and frequencies at the micro and 

macro levels. The selected texture image is first processed with LBP to derive binary patterns, 

which are then input to the DCT. The Log-DCT transformation on LBP is more effective than 

using LBP or DCT alone because it combines the strengths of both methods. LBP captures 

local micro-patterns and is robust to illumination changes, while DCT captures compact, global 

frequency-domain features. However, relying solely on DCT can lead to a loss of important 

local, micro-level information. Among the various features, texture is chiefly valued for its 

ability to discriminate pixels based on these patterns; hence, texture features are emphasized 

[1]. [19]. The features computed using LBP and DCT are then supplied to the proposed 

Multivariate New Symmetric Mixture Model. Experiments are performed on a benchmark 

dataset namely, Brodatz textures with performance evaluated through image and segmentation 

quality metrics, including precision, recall, sensitivity, specificity, F-measure, GCE, PRI, and 

VOI. 

The experimental work is further extended by incorporating the log DCT. To reduce the 

illumination effects caused by images obtained from multiple calibrated cameras, log DCT is 

employed to minimize these variations [3], [5]. We use the mentioned performance metrics to 

compare the results from the two models against previous findings. The article mostly addresses 

texture-based image segmentation, which is a key component of processes like medical 

imaging, satellite image analysis, and pattern identification. The method involves applying 

LocalBinaryPatterns (LBP) to capture local texture, using the transformed discrete cosine 

transform (DCT) to extract macro-level features, and employing the Multivariate New 

Symmetric Mixture Model (MNSMM) to classify textures based on probability. The proposed 

solution addresses real-world challenges such as high-dimensional feature spaces and varying 

light levels by employing techniques like taking the logarithm of DCT coefficients. It applies 

a number of conventional segmentation measures to assess performance, including GCE, PRI, 

VOI, accuracy, precision, recall, and F-measure. While the Brodatz dataset serves as a crucial 

benchmark, it might not fully capture the diverse range of textures present in real-world images. 

LBP, DCT, and MNSMM jointly. 
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 Literature Survey 

In order to enhance precision and robustness against noise, several statistical and model-

based methods have been put forward for the classical computer vision problems of image 

texture segmentation and analysis. One of the earliest attempts at this utilized doubly truncated 

GMMs in terms of DCT coefficients for face recognition by highlighting the role played by 

statistical distributions in feature representation [1]. To optimize segmentation efficiency, 

Jyothirmayi et al. [2] took it a step further and integrated hierarchical clustering and generalized 

Laplace mixture models. To provide a basis for comparing segmentation algorithms, objective 

evaluation paradigms such as Unnikrishnan et al.'s [3] were needed, and simple statistical 

methods such as the EM algorithm [4] and cluster distance measures [5] remain extremely 

useful in segmentation pipelines. 

Building on these, researchers developed unsupervised segmentation based on hybrid 

clustering techniques and generalized Gaussian distributions [6]. In the detection of bacteria 

from images, Satyanarayana et al. [7] employed asymmetric distributions and k-means, 

demonstrating statistical model variations for work specific to an application area. Textural 

features for classification were offered by early texture-based approaches, such as Amadasun 

and King's work [8], which still hold sway in the literature. Probabilistic models enhance 

medical imaging applications, as evidenced by recent combinations of Laplace mixture models 

with hidden Markov random fields for MR brain segmentation [10] and hierarchical clustering 

[9]. By coupling advances in clustering, statistical modeling, and feature-based methodology, 

comparative reviews [11,12] provided in-depth perspectives on segmentation methods. 

Gaussian mixture models have also remained particularly relevant, with applications 

spanning from model-based clustering [15], pixel labeling in the context of spatial 

neighborhood relations [14], to color and texture segmentation [13]. Theoretical and empirical 

work has also been extended in doubly truncated bivariate mixtures of Gaussians [16] and even 

in EM application handbooks in GMMs [17]. In clinical applications, segmentation of brain 

MRI was performed with biased Gaussian mixture models combined with fuzzy clustering and 

EM [18], allowing greater flexibility in modeling complicated data distributions. 

Recent research combined advanced statistical and machine learning methods to move 

beyond the traditional GMM methods. For example, Karakaya et al. [20] applied segmentation 

to geological texture, whereas Tiwari et al. [19] addressed the problem of robustness and 

achieved improvements in fractal texture segmentation with Gaussian noise. Kinge et al. [21] 

combined probabilistic models with image reconstruction and employed Markov random fields 

in recovering texture. To reduce reliance on labeled data, self-supervised deep learning 

techniques such as the K-textures clustering algorithm [22] provide a new way of data-driven 

segmentation. In the same vein, the incorporation of segmentation into higher-level scene 

understanding is delineated by the semantic segmentation of textured mosaics [23]. The 

conventional statistical approaches and newer deep learning-based approaches are integrated 

in texture image analysis surveys [24], which emphasize the shift of the field from probabilistic 

schemes to data-driven and hybrid models. Fatima and Ram [25] proposed a GAN-enhanced 

framework for real-time deepfake video detection, demonstrating the capacity of generative 

models to identify manipulated content in dynamic environments. 
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 Methodology 

The proposed approach incorporates a logarithmic domain to combine Discrete Cosine 

Transform (DCT) and Local Binary Patterns (LBP) features to make texture segmentation 

simpler. First, the texture image is transferred to the LBP domain so that it can identify micro-

patterns that remain constant when the illumination changes. Subsequently, 2D DCT is applied 

to each of the image's non-overlapping segments. After forming feature vectors derived from 

DCT coefficients in a zigzag manner, further processing is performed in the logarithmic domain 

to reduce the impact of illumination. 

 Multivariate New Symmetric Mixture Model (MNSMMs) are used to represent these 

feature vectors. This logarithmic transformation of DCT coefficients is a key technique for 

addressing real-world challenges like illumination variation. The combination of LBP and log-

DCT features, modeled by the MNSMM, enhances texture discrimination and improves 

segmentation boundaries even with subtle variations in pattern, orientation, or illumination. 

The EM method is used to improve the model parameters, which are initially determined via 

hierarchical clustering. Maximum likelihood is used in the segmentation process within a 

Bayesian framework.  

3.1 Extraction of Features based on DCT Coefficients under Logarithmic Domain & LBP 

In the process, the DCT transform efficiently minimizes the error ratio in texture blocks, 

while local binary patterns achieve the finest texture qualities [5], [7], [12]. The combination 

of DCT coefficients with local binary patterns provides the best feature vector for segmentation. 

Local binary patterns transform each intensity of pixels into a decimal value by encoding the 

entire local structure. In this method, the center pixel intensity value is deducted and compared 

with its neighboring pixels (Huang et al. (2011) and Chi et al. (2007)). The negative differences 

are encountered as 0, and all remaining values become 1, forming a binary number in clockwise 

order. Additionally, the computation is initialized with the left-to-right neighborhood of pixel 

intensities [4],[9]. The process is illustrated in Figure 1. 

 

 

 

Figure 1. Extraction of LBP Code from Grey Scale Texture Image 

A key limitation of the LBP operator is its inability to capture large-scale structures due 

to its restricted 3×3 neighbourhood.  To capture texture information at various scales, the 

operator was extended to incorporate neighborhoods of varying dimensions (Ojala. T et al. 

(2004)). Given a pixel at (xc,yc), the resulting LBP is represented as a decimal s, which defines 

a threshold function as follows: 
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The standard LBP operator remains unaffected by monotonic gray-level changes, as 

long as the relative order of pixel intensities within the local neighbourhood is maintained. The 

operator LBP(P,R) generates  2P distinct output values, which correspond to 2P unique binary 

patterns created by P pixels within the neighborhood. The DCT features obtained from LBP 

images generally exhibit a lower ratio compared to those extracted from raw intensity values. 

[10][12] As a result, feature extraction is performed using two strategies: DCT+LBP and a 

logarithmic domain version of DCT+LBP. 

Considered 

Image 

     

Image 

under 

Logarithmic 

Domain      

Figure 2. Actual Texture Images and Texture under Loc-Bi Patterns Domain 

In the initial approach, the input image is transformed into the Loc-Bi-Patterns (LBP) 

domain. The resulting LBP-transformed image is subsequently arranged in non-overlapping 

segments of dimensions M×N. A two-dimensional Discrete Cosine Transform (2D DCT) is 

applied to each block, and the obtained coefficients are arranged using a zig-zag scanning 

pattern. [5][3]. These arranged coefficients are then concatenated to construct the feature 

vector. 

In the second approach, to account for illumination changes, log-DCT features are 

employed. This is based on the observation that small variations in local features representing 

fine texture details or micro-level patterns play a crucial role in texture representation. To 

enhance feature extraction performance, both macro- and micro-level information are 

integrated under optimal conditions, resulting in a more generalized and robust method. The 

MNSMM was chosen because its flexible, symmetric distribution is better suited to model these 

complex data distributions, leading to improved segmentation accuracy and lower 

misclassification rates. 

The overall steps involved in the feature vector retrieval process include converting the 

image into the LBP domain, dividing it into fixed-size blocks, applying the DCT on each block, 

arranging the coefficients in zig-zag order, and using these coefficients as the texture feature 

descriptors. 
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3.2 Multivariate New Symmetric Mixture Model (MNSMM) 

In this analysis, the main component is interpreted as a composition of recurrent layouts, 

commonly referred to as textures. These textures are best described using feature vectors 

encompassing attributes such as shape, size, color, texture, and density. Incorporating multiple 

features enhances the accuracy of segmentation. The segmentation procedure involves 

analyzing the coefficients corresponding to each pixel, where these coefficients are derived 

from feature vectors computed using the logarithmic Discrete Cosine Transform (log DCT). 

These vectors serve as input to the model, specifically the Multivariate New Symmetric 

Mixture Model (MNSMM). The overall PDF representing every analyzed component region is 

formulated as follows: 

   

(3) 

Where r rijx (x ),=  is a D dimensional arbitrary vector for j=1,2,3...D values, depicting 

the feature vector; i = 1,2,..M denotes the image's domains, and i=1,2,3..T values denote the 

pixels [1][4][6]. The parametric set is ( , , )=    , wi is the mixing weight such that  
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Where  𝜇𝑗 , 𝜎𝑗  are the Parameters 

The mixture model is 

𝑝 (
𝑥̅𝑟

𝜃
) = ∑ 𝑤𝑖

𝑚
𝐼=1 ϑ𝑖(𝑥̅𝑟 , 𝜃)    (5) 

where, j j j, ,    are location, scale and shape parameters 

j 0  is the parameter that controls the shape of MNSMM distribution. 

 

3.3 Application of EM Algorithm for Parameter Determination in the Model 

In this section, model parameters are inferred through the Expectation-Maximization 

(EM) algorithm, which aims to maximize the likelihood function of the model. As each pixel 

extracted from the image regions yields (DCT) coefficients, the joint probability density 

function can be evaluated using these coefficients. 
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Here, the function referenced is defined in equation ( )i r,g x  is presented in the above 

equation 2.4 

To obtain refined estimates of parameters for I = 1, 2, 3, …, M and j = 1, 2, …, D, the 

expected log-likelihood function is maximized. The EM algorithm is applied to secure these 

Refined parameter estimates are obtained by following the steps of the EM algorithm. 

[4][7][14] The updated expressions for the parameters are derived accordingly, with the mean 

of the MNSMM defined as follows: 

The parameters i ij ijw , and  as depicted below 
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where ( )(l) (l)(l)
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var (x) = 
2 2 2E(x x) E(x )− = − =   

3.4 Initialisation of Model Parameters 

Determining the starting parameters is essential for acquiring the model’s revised 

estimates. To derive these initial values, the hierarchical clustering algorithm is employed since 

it yields improved estimates. The most widely used initialization approach is to randomly select 

initial values. Equations can be solved simultaneously with these initial estimations to obtain   

the revised values in (6), (7) and (8) in the MATLAB environment. 
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3.5 Texture Segmentation Algorithm based on MNSMM Model 

The algorithm for texture segmentation based on the proposed MNSMM model 

comprises the following steps. 

Step 1: Initialization of the pixels in, the feature vectors are extracted. 

Step 2: The pixels are partitioned into groups, termed M, via a Hierarchical Clustering 

Algorithm. 

Step 3: For each region, both the mean vector and variance vector are computed.  

Step 4: The mixing parameter is determined using the formula wi = 1/M for M regions. 

Step 5: Refined estimates of the parametric set for every region are obtained by applying 

the updated EM algorithm equations provided in section5 

Step 6: The assignment of vectors to their respective segments (jth segment) is executed 

using maximum likelihood estimation and the equation for which is given by 

𝐿𝐽 = 𝑀𝐴𝑋 {∏ ⌊
2+⌊

(𝑥𝑗−𝜇𝑗)
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 Results and Discussion 

In order to evaluate the efficacy of the suggested Loc-Bi-Patterns (LBP) and 

transformed dis-cos function (DCT) based texture segmentation technique with the 

Multivariate New Symmetric Mixture Model (MNSMM), experiments were performed on 

benchmark texture databases, including the Brodatz database. Performance analysis of the 

suggested method was carried out. both quantitatively and qualitatively Visual examination of 

segmentation results showed that the method well outlined regions with disparate texture 

patterns. In contrast to conventional segmentation approaches, which tend to blur boundary 

areas or misclassify them, the LBP-DCT feature combination enabled better texture distinction. 

Cases from the Brodatz database indicate that even textures with faint differences were 

correctly segmented. LBP + DCT features enabled high-resolution texture representation. The 

log DCT enhanced the contrast of texture regions, facilitating the mixture model to detect clear-

cut clusters. The EM algorithm converged well to the optimal parameters for efficient 

segmentation in nearly all examples. The outcome obtained by the model developed i.e., texture 

segmentation is performed over a sample of textured images received and processed from the 

Brodatz texture dataset. For all samples of the texture image, the clustering algorithm 

(hierarchical) is utilized. According to the received primary estimations, the updated 

estimations are calculated by the usage of the updated equations given in section 6. 

According to the improved estimates, the texture segmentation operation is carried out 

by classifying every pixel according to the maximum likelihood principle. The obtained 

segmented images are shown below in figure 3. 
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Figure 3. Actual Texture Images and Texture under Loc-Bi Patterns Domain via Di-

Cos Transformed Textures 
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Figure 4. Actual Texture Images and Texture under Loc-Bi Patterns Domain via Log 

Di-Cos Transformed Textures [Loc-Bi Patterns Domain = Local Binary Patterns, Log Di-Cos 

= Log Discrete Cosine Transform] 
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4.1 The Evaluation of the Algorithm's Performance 

To evaluate the effectiveness of the proposed process in comparison to earlier 

approaches based on the novel symmetric mixture model, texture image performance metrics—

namely GCE, PRI, and VOI are computed. The GCE metric, originally introduced by Martin 

et al. (2001), is evaluated on every texture image and the results are compared. Similarly, the 

PRI and VOI measures, developed by Unnikrishnan et al. (2007) and Meila (2007) respectively, 

are also computed. The outcomes of these evaluations are summarized in Table 1 and illustrated 

in Figure 4. 

Table 1. Analysis of the Segmentation Procedure [Loc-Bi Patterns Domain = Local 

Binary Patterns, Log Di-Cos = Log Discrete Cosine Transform] for Texture 

Analysis of the Segmentation Procedure 

Description Model PRI GCE VOI 

Image 1 

MNSMM via HL & Log Di-Cos Transform 0.852 0.145 1.122 

MNSMM via HL & Di-Cos Transform & Loc-

Bi Pattern 
0.898 0.130 1.109 

MNSMM via HL & Log Di-Cos Transform & 

Loc-Bi Pattern 
0.898 0.132 0.981 

Image 2 

MNSMM via HL & Log Di-Cos Transform 0.758 0.151 1.82 

MNSMM via HL & Di-Cos Transform & 

Loc-Bi Pattern 
0.840 0.142 1.758 

MNSMM via HL & Log Di-Cos Transform & 

Loc-Bi Pattern 
0.845 0.137 1.548 

Image 3 

MNSMM via HL & Log Di-Cos Transform 0.824 0.221 1.01 

MNSMM via HL & Di-Cos Transform & 

Loc-Bi Pattern 
0.906 0.204 0.991 

MNSMM via HL & Log Di-Cos Transform & 

Loc-Bi Pattern 
0.964 0.189 0.984 

Image 4 

MNSMM via HL & Log Di-Cos Transform 0.814 0.198 1.05 

MNSMM via HL & Di-Cos Transform & 

Loc-Bi Pattern 
0.905 0.189 1.01 

MNSMM via HL & Log Di-Cos Transform & 

Loc-Bi Pattern 
0.925 0.180 0.985 

Image 5 

MNSMM via HL & Log Di-Cos Transform 0.758 0.195 1.21 

MNSMM via HL & Di-Cos Transform & 

Loc-Bi Pattern 
0.915 0.190 1.11 

MNSMM via HL & Log Di-Cos Transform & 

Loc-Bi Pattern 
0.919 0.189 1.01 
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Figure 5. Graph Plot of Segmentation Metrics for Different Images 

It is evident from Table.1 and Figure 5, that the metrics for the proposed texture 

segmentation are better and closer to the optimal values thereby signifying better performance 

Also the misclassification accuracy of the sample images is compared with earlier new 

symmetric mixture models and shown in Table 2. 

Table 2. Classifier Accuracy of the Model 

Model Classifier Accuracy 

MNSMM via HL 

& Log Di-Cos Transform 9% 

MNSMM via HL  

& Di-Cos Transform & Loc-Bi 

Pattern 
10% 

MNSMM via HL  

& Log Di-Cos Transform & Loc-Bi 

Pattern 
12% 

The results in table 2 show that the proposed model has better classifier accuracy when 

compared to earlier models. 

The segmentation accuracy was evaluated: 

• Accuracy (ACC) 

• Precision and Recall 

• F1 Score 

• Rand Index (RI) 

TPR/Sensitivity = 
FNTP

TP

+
 

FPR=
TNFP

FP

+  

Equivalent to (1-Specifictry)
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Recall=
FNTP

TP

+
 

Precision=
FPTP

TP

+
 

F-Measure=
callecison

callecison

RePr

Re*Pr*2

+
 

Accuracy=
FNTNFPTP

TNTP

+++

+
 

4.2 Comparative Study 

Table 3 presents the results of obtaining the segmentation quality metrics for instance 

images using the segmented areas' confusion matrices for the segmented regions: accuracy, 

sensitivity, specificity, precision, recall, and F-measure. This study, Section 4.2, analyzes the 

contribution of each component, namely the Log-DCT features, LBP encoding, and the 

multivariate symmetric mixture model. This helps clarify the individual impact of each module 

on overall performance. 

Table 3. Comparative Study of MNSMM with Hierarchical Clustering based 

Algorithm with variants of Discrete Cosine Transform and Local Binary Patterns [Loc-Bi 

Patterns Domain = local binary patterns, Log Di-Cos = log discrete cosine transform] 

Description Model 
Accurac

y 
Sensiti

vity 
1-

Specificity 
Precisi

on 
Recall 

F-

Measure 

Image 1 

MNSMM via HL & Log Di-Cos 

Transform 
0.80 0.77 0.30 0.68 0.74 0.72 

MNSMM via HL  & Di-Cos 

Transform & Loc-Bi Pattern 
0.83 0.79 0.25 0.70 0.75 0.74 

MNSMM via HL  & Log Di-Cos 

Transform & Loc-Bi Pattern 
0.88 0.83 0.22 0.72 0.79 0.78 

Image 2 

MNSMM via HL & Log Di-Cos 

Transform 
0.88 0.90 0.15 0.84 0.85 0.87 

MNSMM via HL & Di-Cos 

Transform & Loc-Bi Pattern 
0.91 0.94 0.13 0.86 0.89 0.90 

MNSMM via HL  & Log Di-Cos 

Transform & Loc-Bi Pattern 
0.95 0.97 0.10 0.87 0.92 0.92 

Image 3 

MNSMM via HL & Log Di-Cos 

Transform 
0.92 0.92 0.10 0.84 0.87 0.88 

MNSMM via HL & Di-Cos 

Transform & Loc-Bi Pattern 
0.94 0.94 0.09 0.86 0.89 0.90 

MNSMM via HL & Log Di-Cos 

Transform & Loc-Bi Pattern 
0.96 0.95 0.08 0.88 0.90 0.92 

Image 4 

MNSMM via HL & Log Di-Cos 

Transform 
0.73 0.78 0.37 0.67 0.74 0.72 

MNSMM via HL & Di-Cos 

Transform & Loc-Bi Pattern 
0.75 0.80 0.32 0.71 0.76 0.75 

MNSMM via HL & Log Di-Cos 

Transform & Loc-Bi Pattern 
0.76 0.81 0.31 0.71 0.77 0.76 

Image 5 MNSMM via HL & Log Di-Cos 

Transform 
0.71 0.80 0.38 0.65 0.76 0.72 
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MNSMM via HL & Di-Cos 

Transform & Loc-Bi Pattern 
0.76 0.81 0.35 0.68 0.77 0.74 

MNSMM via HL  & Log Di-Cos 

Transform & Loc-Bi Pattern 
0.79 0.84 0.32 0.71 0.80 0.77 

From Table 3, the performance of quality metrics explains that refined performance in 

results is better in comparison with other models and performed well in the process. 

 Conclusion 

A texture segmentation method employing a Multivariate New Symmetric Mixture 

Model with DCT coefficients in the logarithmic domain combined with LBP has been 

developed and analyzed. logarithmic transformation is applied over image blocks, A feature 

vector is derived when analyzing the DCT coefficients. This extracted feature vector is assumed 

to conform to a Multivariate New Symmetric Mixture Model. The proposed Multivariate New 

Symmetric Mixture Model (MNSMM) is designed to overcome limitations. To divide up the 

image, we employ the texture segmentation method, which operates inside a Bayesian 

framework and uses maximum likelihood. We test the suggested texture segmentation approach 

on a dataset consisting of Brodatz image textures to evaluate its performance. Standard 

performance metrics are computed and compared with those of earlier models. The inclusion 

of Log-DCT features enhances the discriminative power of the texture representation, while 

the MNSMM provides a flexible and efficient modeling strategy for texture classification. 

Visual results and component-wise analysis further validate the effectiveness of each module 

within the proposed pipeline. Our findings suggest that the proposed method is well-suited for 

applications in medical imaging, remote sensing, and industrial inspection, where precise 

texture segmentation is critical. Future work will explore the integration of deep learning-based 

feature extraction with our statistical modeling framework, as well as extend the approach to 

real-time segmentation tasks and 3D texture analysis. 
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