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Abstract

Respiratory infections such as COVID-19, tuberculosis (TB) and pneumonia, remain
important global health challenges, often requiring rapid and accurate diagnosis to prevent
complications. Due to the visual similarities in chest X-ray (CXR) images, distinguishing
between these diseases can be complex. In this study, we proposed, a deep learning (DL)-based
model utilizing a customized VGG-19 architecture for multiclass classification of lung
diseases, including COVID-19, pneumonia, TB, and healthy cases. A total of 5,928 CXR
images were collected from open-access platforms, comprising COVID-19, pneumonia, TB,
and normal cases. The dataset was pre-processed using bilateral filtering for noise suppression
and Multiscale Retinex for image enhancement. FFurthermore, data augmentation and image
resizing were also applied to increase robustness. When compared with the state-of-the-art
techniques, the proposed method achieved a classification accuracy of 98.48% in identifying
various lung disorders, with precision at 97% and an F1-score of 96%, indicating that it is an
appropriate technique for computerized lung disease diagnosis in clinical environments.

Keywords: Chest X-ray, Lung Disease Detection, VGG-19, COVID-19, Pneumonia,
Tuberculosis, Transfer Learning.

1. Introduction

Respiratory diseases such as COVID-19, pneumonia and TB are still major causes of
death worldwide. Serious medical problems can occur if these illnesses are not diagnosed early
especially in developing countries with inadequate access to health care. Chest X-rays are one
of the most common methods to provide a simple way to find many kinds of lung disorders and
they are also less expensive. Because of their easy availability, they have become a key part of
traditional diagnostics, in situations where there are limited resources.

Even for an expert radiologist, interpreting CXR images is a challenging task because
different diseases exhibit various overlapping patterns. For example, the small visual
similarities that may be present between COVID 19 and the early stages of pneumonia can
make it problematic to visualize manually and prone to errors. Physicians need computer-aided
diagnostic (CAD) systems that can help in automatically analyzing CXR images and accurately
diagnosing lung conditions. [1,2]

Convolutional Neural Networks (CNNs) are particularly compatible with medical
image examination due to their capability to automatically learn complex spatial hierarchies
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from raw pixel information. They are good at detecting fine textures and structural changes like
opacities, lesions, and consolidations that might be difficult to detect through manual
observation. They can efficiently manage noise, varying illumination conditions and large
datasets which makes them useful for diagnostic tasks involving chest radiography. Recent
studies have highlighted the strengths of using deep learning (DL) models for the automatic
classification of chest related diseases from CXR images. [3-5]

The proposed method introduced a customized DL model to classify CXR images into
four categories namely COVID-19, TB, pneumonia and healthy. Unlike conventional methods
the proposed method enhances classification by combining the pertained Visual Geometry
Group-19(VGG-19) backbone with a Feedforwarded Neural Network.

The key contribution of this approach is to implement a two-step image pre-processing.
In step one we used bilateral filtering to suppress noise while preserving structural boundaries.
In step two, we used Multi-Scale Retinex (MSR) to improve the visibility of low-contrast
regions in radiographs. Additionally, Real-Time data augmentation was applied during training
to increase input variability and enhance the model’s generalization capability. Evaluated on a
diverse dataset of 5,928 CXR images, the proposed method achieved consistently high
classification performance, supporting its potential as a decision-support tool in medical
screening applications. The main aim of this study is to build architecture and evaluate a DL-
based multiclass classification system capable of accurately identifying COVID-19,
pneumonia, TB, and healthy cases from CXR images, using a robust and optimized CNN
pipeline.

The remainder of this paper is organized as follows: Section 2 presents the related
literature and background on DL-based approaches for lung disease classification. Section 3
describes the dataset, preprocessing techniques, and the architecture of the proposed model.
Section 4 details the experimental setup, outcomes, and performance analysis. Finally, Section
5 concludes the study with key decisions and future research guidelines.

2. Related Work

DL methods, particularly CNNs, have become prevalent in CXR analysis for lung
disease recognition. Researchers have explored a variety of architectures—from fine-tuned
VGG models to hybrid frameworks incorporating attention modules and Vision Transformers
(ViT) to detect pneumonia, COVID-19, TB, and additional lung illnesses. A detailed
comparison of existing DL approaches for lung disease classification is provided in Table 1,
including author contributions, model architectures, performance metrics, and constraints.

Table 1. Summary of Related Work on DL-based Lung Disease Classification Using
Chest X-rays

Author(s) Method Performance Limitation
Rajpurkar et CheXNet (121-layer | Radiologist-level Focused on Pneumonia
al.[6] DenseNet on Pneumonia detection only

ChestX-Ray14) (~F1-score superiority)
(MedRxiv, arXiv)
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Rahman et Deep CNNs + ~99% (TB vs normal) | Single-disease
al.[7] segmentation for TB classification, no
detection multiclass focus
(arXiv)
El Asnaoui et | ResNet50, >96% (ResNet50) Limited to binary
al.[8] MobileNetV?2, classification tasks

Inception-ResNetV2,
VGG19

Narin et al.[9]

Fine-tuned ResNet50

Up t0 99.7%

Small, imbalanced
datasets; only binary

classification
Khan et al.[10] | Xception-based 89.60% Public datasets only;
CNN for 4-class moderate class
CXR classification separation
Bharati et Hybrid CNN (VGG 73% Trained on NIH
al.[11] + Spatial dataset; no COVID-19
Transformer) cases included

Gao et al.[12] | Vision Transformer Fl-score: 0.76 Not based on CXR;
on CT scans limited modality
generalization
Krishnan & Fine-tuned Vision 97.61% Binary only; small test
Krishnan[13] Transformer on set
CXR
Qietal.[14] ViT with cross- 96.21% (10% labeled | High training
attention using data) complexity; ViT
enhanced/original requires more compute
CXR
Hadhoud et Hybrid ResNet-50 + Qualitative Accuracy not explicitly
al[15] ViT-b16 on CXR for improvement reported
TB & Pneumonia
Yulvina et CNN + ViT on 133- 91.10% Trained on small (133-
al[16] image TB dataset image) dataset
Slika et al[17] | Vision Transformer Pearson 0.923; MAE | Regression only; not
regression on CXR ~0.512 classification
Kumar et VGG19 + PCA + 98.88% Complex architecture;
al.[18] ICEA lacks external
validation
Kabir et al.[19] | Knowledge ~97% accuracy, ~94% | Training complexity;
distillation for CXR precision limited external

validation
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Ou et al.[20]

U-Net variants and
segmentation for TB
lesions

Mean Precision ~0.88,
Recall ~0.75, F1 ~0.81,
MIloU ~0.70, Accuracy
~1.0

Focused on
tuberculosis only; no
multiclass classification

Sharma et
al.[21]

Deep CNN
segmentation &
classification for TB

High accuracy reported

Lacks multiclass
evaluation and
comparisons

Oltu et al.[22] | Compact 99.20% Relies on well-labeled
Convolutional datasets; high compute
Transformer requirements
(CCTCOVID)

Kishore et SWAYV self- Improved accuracy, Evaluated largely on

al.[23] supervised + KD on | reduced GFLOPs binary datasets

ResNet student

A review of the prior studies shows the effectiveness of DL models in identifying lung
diseases using X-rays. However, many of these approaches focus on binary classification,
insufficient preprocessing and a lack of diverse datasets. To overcome the above limitations,
we proposed a custom-made VGG-19-based model designed to classify multiple lung diseases.
The proposed technique uses advanced methods in preprocessing images, reducing noise and
transfer learning. The technique aims to deliver improved accuracy and useful robustness in
real-time diagnostic situations.

3. Methodology

5,928 CXR images are collected from the publicly accessible Kaggle dataset for our
suggested method [24]. The dataset is divided into four categories: normal cases (1,802),
COVID-19 (1,626), pneumonia (1,800), and TB (700). Since the posterior-anterior (PA) view
offers a more accurate anatomic representation and medical clarity than the anterior-posterior
(AP) view, it is the suggested view in clinical radiology. This consistency supports reliable
automatic classification and aids in suitable understanding. The dataset was divided as 70% for
training and 30% for testing, for the proposed model's development and validation. Table 2
provides an overview of the image distribution for each class and subset.

Table 2. Class-wise Distribution of CXR Images for Training and Testing in the
Proposed Framework

Class Total Samples | Training Samples (70%) | Testing Samples (30%)
COVID-19 1,626 1,138 488
Pneumonia 1,800 1,260 540
Tuberculosis 700 490 210
Normal 1,802 1,261 541
Total 5,928 4,149 1,779
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3.1 Pre-processing Techniques

All the medical images must be preprocessed before being applied to the DL
applications. Several preprocessing techniques have been used to improve the images in the
suggested model so that they are readable and appropriate for feature extraction and
classification.

3.1.1 Image Resizing

Every image of the chest was set to a consistent resolution of 224 x 224 pixels in order
to comply with the input requirements of the projected architecture. This uniform input size
ensures consistent processing of all samples while maintaining the critical anatomical
components required for accurate feature extraction and classification.

3.1.2 Bilateral Filtering for Noise Reduction

Bilateral filtering was used to minimize unwanted noise while maintaining key
information. Bilateral filtering reduces noise without misrepresenting important anatomical
boundaries as it takes into consideration both spatial proximity and pixel intensity, in contrast
with standard filters that may smooth both noise and significant edges. This is particularly
beneficial for preserving characteristics like penetrations and nodules in the lung. Figure 1
displays the bilateral filtering's input and output.

Original Image After Applying Bilateral Filtering

Figure 1. The Result of Applying the Bilateral Filter
3.1.3 Contrast Enhancement Using Multi-Scale Retinex (MSR)

Multi-Scale Retinex (MSR) was used to make subtle features in the X-ray images
clearer. This technique, which is based on the Retinex theory regarding human vision,
integrates many dynamic range compression scales to enhance image contrast. [25] It aids in
improving local contrast, especially in areas where anomalies linked to disease may be harder
to identify. Figure 2 below depicts input and output of the Multi-Scale Retinex enhancement.
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3.1.4 Image Normalization

Every pixel value in the image was changed to fall between 0 and 1. In addition to
ensuring uniformity across all input data, this normalization stage helps the model train faster
and more consistently.

Original Image After Applying Multi-Scale Retinex

Figure 2. The Result of Applying the MSR Enhancement

3.1.5 Data Augmentation

Real-time data augmentation was employed during training to enhance model
generalization and reduce overfitting. Various changes were applied to the input images, such
as horizontal flipping, random rotations, zooming, and shearing. By representing inconsistency
in real clinical imaging, these changes help the model learn more robust features.

3.2 Proposed Method

Optimized for multiclass classification of lung diseases using CXR images, the
proposed model is a modified version of the popular VGG-19 architecture. COVID-19,
pneumonia, tuberculosis, and normal cases are the four categories it is intended to identify. The
model incorporates modifications to better fit medical imaging applications while utilizing the
strengths of deep CNNs.

3.2.1 Architectural Overview

The pre-trained VGG-19 model, which was initially trained on the ImageNet dataset, is
used as the convolutional basis in the proposed method. This enables the network to make use
of rich hierarchical feature representations that have been acquired from a substantial image
corpus. A customized classifier head was used in place of the original fully connected layers
to adapt the model for the lung disease classification task.
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Table 3. Layer-wise Architecture of the Proposed Model

Layer Type Details
Input Layer 224 x 224 x 3 RGB image
Convolutional 16 convolutional layers from pre-trained VGG-19 (frozen during
Blocks training)

Activation Function

ReLU after each convolutional layer

Pooling Layers

MaxPooling2D after each block to reduce spatial dimensions

Flatten Layer

Converts final feature maps into a 1D vector

Dense Layer 1

512 neurons with ReLU activation

Dropout Layer 1

Dropout rate = 0.5 to prevent overfitting

Dense Layer 2 256 neurons with ReLU activation
Dropout Layer 2 Dropout rate = 0.5
Output Layer Dense layer with 4 neurons + Softmax activation (for 4-class

classification)

The layer wise architecture presented in Table 3 combines the proven feature extraction

capabilities of the

VGG-19 convolutional backbone with a lightweight, customized

classification head. The decision to retain the pretrained VGG-19 convolutional layers allows
the model to leverage generalized features learned from the ImageNet dataset, which are
transferable to medical imaging. By freezing these layers, training time is reduced and the risk
of overfitting is minimized, especially given the moderate size of the dataset. The added fully
connected layers and dropout units provide task-specific learning and enhance generalization,
while the final SoftMax layer enables precise multiclass prediction across the four lung disease
categories. Figure 3 presents the overall plan of the proposed classification framework, while
Figure 4 presents the detailed architectural structure of the planned model.

Preprocessing

Dataset

Resizing

Noise Removal

Enhancement

Image
224X224

[
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H H
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Image
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Figure 3. Block Diagram of the Proposed Approach
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3.2.2 Training Configuration

The proposed model was developed using a supervised learning approach aimed at
improving performance across multiple disease categories. TensorFlow and Keras were used
for training in a Python environment with GPU support for faster model convergence and less
calculation time. An NVIDIA GeForce RTX 3060 GPU with 12 GB of VRAM and an Intel
Core 17 processor with 32 GB of RAM were used to train the model. The average inference
time for CXR images is approximately 46 milliseconds, which shows that the proposed model
is suitable for real-time applications.

The convolutional base remained with fixed weights to utilize prior knowledge and
improve generalization, while only the output and fully connected layers of VGG-19 were
trained on the given dataset. This proposed method is useful only when a moderately large CXR
dataset is available because it removes the need for extensive training from scratch. Table 4
provides a summary of the parameters used for training the model for optimization.

Table 4. Summary of Training Parameters Used for Training the Proposed Model

Parameter Value Description
Loss Function | Categorical Cross- Suitable for multiclass classification with mutually
Entropy exclusive classes
Optimizer Adam Adaptive optimizer combining momentum and
learning rate adjustment
Learning Rate | 0.0001 Chosen for stable and gradual convergence
Batch Size 32 Number of samples processed per training step
Epochs 100 Full passes through the training data
Validation 0.2 (20%) Proportion of training data used for validation
Split

4. Experimental Results and Performance Evaluation

The results of the proposed model on the multiclass CXR dataset are shown in this
section. On a 70:30 train-test split, the model was trained using transfer learning, with the
convolutional base (VGG-19) remaining frozen and the final fully connected layers being fine-
tuned. A number of conventional classification metrics were used to assess performance.

4.1 Evaluation Metrics

The following metrics were computed in order to evaluate the model's competency.

Accuracy: Proportion of correctly predicted instances over the total number of
predictions.

No.of images correctly classified
Accuracy= 1
y Totalno of images ( )
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Figure 4. Shows the Architecture of the Proposed Method

Precision: The ratio of the total number of true positives to the total number of false
positives.

sum ofall true positives (Tp)
Sum of all True Positives(TP)+All False Positives (FP)

Precision=

)

Recall (Sensitivity): The ratio of the total number of true positives to the total number
of false negatives and true positives.

sumofall true positives (Tp)

Recall= (3)

sumofall true positives(Tp)+ AllFalse Negatives (FN)
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F1-Score: Harmonic mean of recall and precision, showing equilibrium between the
two.
2xPrecision*Recall

F1 Score = 4)

Precision+Relcall

4.2 Results on Test Set

All four of the test set's lung disease categories showed consistently good classification
performance from the suggested model. The model's strong generalization ability is
demonstrated by the individual class accuracies, which varied from 98.20% for TB to 98.88%
for normal cases (Table 5). The model's ability to differentiate between these clinically similar
conditions was demonstrated by the 98.49% accuracy rate for both the COVID-19 and
pneumonia classes, as well as its high precision (0.97) and recall (0.95). Although the accuracy
was a little lower, the TB class showed reliable disease-specific feature detection with high
recall (0.90) and precision (0.94). The normal class had the highest accuracy, with precision
and recalls of 0.98, indicating the model's reliability in detecting healthy cases. Each class's F1-
score varied from 0.92 to 0.98, indicating balanced performance free from class bias.

Based on the high recall, precision, and F1-scores observed in all classes, the proposed
model seems to be a good fit for classifying lung diseases using CXR images. The consistent
performance demonstrates the effectiveness of transfer learning, architectural design, and
preprocessing methods.

Table 5. Class-wise Performance Metrics of Proposed Model on Test Dataset

Class TP | TN | FP | FN | Accuracy (%) | Precision | Recall | F1-Score
COVID-19 | 470 | 1281 | 10 | 18 98.43 0.98 0.96 0.97
Pneumonia | 520 | 1231 | 8 | 20 98.43 0.98 0.96 0.97

Tuberculosis | 190 | 1557 | 12 | 20 98.2 0.94 0.9 0.92
Normal 530 (12291 9 | 11 98.88 0.98 0.98 0.98
Average 98.49 0.97 0.95 0.96

The model had some misclassifications even with its excellent performance. The false
negative findings (18 and 20, respectively) in the COVID-19 and pneumonia classes indicate
that it is hard to distinguish overlapping features, especially in the initial phase. TB also had 20
false negatives and 12 false positives, which are most likely due to its visual similarity with
pneumonia. Since there was minimal misclassification in the regular class, the model's
performance in discerning healthy cases correctly was better validated. Such errors indicate
that separability among visually dissimilar conditions might be improved in later iterations,
even though overall high performance is achieved.

4.2.1 Accuracy

The new model performs better than current DL methods for lung disease classification.
Table 6 illustrates how although models such as CoroNet and VDSNet obtained 89.60% and
73.00% accuracy, respectively, the Multi-Feature Vision Transformer (ViT) boosted accuracy
to 96.21%. Conversely, the proposed method’s remarkable accuracy of 98.49% was achieved
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due to the effective utilization of transfer learning, a pre-trained VGG-19 backbone, and an
optimized preprocessing pipeline. These optimizations led to improved feature extraction and
generalization for all four classes. The graphical accuracy comparison of the proposed method
for multiclass classification is depicted in Figure 5.

Table 6. Accuracy Comparison of Proposed Method with Existing DL Models

Model Accuracy (%)
CoroNet [10] 89.60%
VDSNet (VGG + STN)[11] 73.00%
Multi-Feature ViT Model [14] 96.21%
Proposed Method 98.49%
Accuracy (%)
120.00%
100.00%
80.00%
60.00%
40.00%
20.00%
0.00%
CoroNet [8] VDSNet (VGG Multi-Feature Proposed
+STN)[9] ViT Model [11]  Method

Figure 5. Accuracy Comparative Performance Metrics of Proposed Method for
Multiclass Classification

4.2.2 Precision

Comparison values of precision for various DL models have been presented in Table 7.
The proposed model achieved the highest precision of 97.00%, demonstrating its ability to
accurately classify disease cases and minimize false positives. While CoroNet achieved 92.00%
accuracy and the Multi-Feature ViT model lagged behind at 94.30%, both were practical but
less accurate than the suggested approach. On the contrary, VDSNet, which integrates VGG
with Spatial Transformer Networks, had the lowest accuracy at 75.00%, according to the
scenario that it did not have high capacity for feature extraction of complex features and did
not contain full preprocessing mechanisms. Due to its design decisions, transfer learning using
pretrained weights, and improved preprocessing techniques like bilateral filtering and MSR
that preserve image details and restore feature extraction, the Proposed Method performs better
than the state-of-the-art. Figure 6 illustrates the graphical comparison of the proposed method
for Multiclass Classification.
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Table 7. Precision Comparison of Proposed Method with State-art Methods

Model Precision (%)

CoroNet [10] 92.00%

VDSNet (VGG + STN)[11] 75.00%

Multi-Feature ViT Model [14] 94.30%

Proposed Method 97.00%

Precision (%)
120.00%
100.00%
80.00%
60.00%
40.00%
20.00%
0.00%
CoroNet [8] VDSNet (VGG + Multi-Feature Proposed Method
STN)[9] ViT Model [11]

Figure 6. Precision Comparative Performance Metrics of Proposed Method for
Multiclass Classification

5. Conclusion

In this paper, we have suggested a personalized DL model in order to categorize CXR
images into four categories. The framework is built on the VGG-19 network and enhanced by
incorporating a feedforwarded neural network personalized for the classification task. To
restore the important features of CXR images a two-step preprocessing methodology is
implemented. To advance the generalization ability, data augmentation and transfer learning
were employed. The evaluation showed that the recommended method achieved a 98.49%
classification accuracy, a 96% F1-score across all categories, and a good precision score of
97%. The proposed model performed well while comparing with other models such as
VDSNet, CoroNet, and Multi-feature ViT particularly in terms of removing false positives and
achieving accurate results. These results support its real-time application for medical screening.
Nevertheless, the model's ability to generalize across a wide range of real-world clinical settings
may be limited if only publicly available datasets are used. Additionally, other imaging
methods like CT scans that could further the investigation are not included in the current
framework; only chest X-rays are. This framework may be expanded to include CT scan
examinations in the future and combined with artificial intelligence (Al) tools that can interpret
the results to help physicians.
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Annexure

R

VGG19 is a well-known extension of the VGGNet family, designed by the Visual
Geometry Group at the University of Oxford. Compared to VGG16, it employs a deeper
structure with a total of 19 layers, including 16 convolutional layers, three fully connected
layers, and five max-pooling operations. The layer wise information is shown in the below table
8. A schematic illustration of the VGG16 architecture is presented in the following figure.

Table 8. Showing the Layer wise Information of the VGG-19 Architecture

Layer Layer Type Kernel No. of Filters / Output Size (H x W
No. Size Neurons x D)
1 Conv2D 3x3 64 224 x 224 x 64
2 Conv2D 3x3 64 224 x 224 x 64
3 MaxPooling 2x2 — 112 x 112 x 64
4 Conv2D 3x3 128 112 x 112 x 128
5 Conv2D 3x3 128 112 x 112 x 128
6 MaxPooling 2x2 — 56 x 56 x 128
7 Conv2D 3x3 256 56 x 56 x 256
8 Conv2D 3x3 256 56 x 56 x 256
9 Conv2D 3x3 256 56 x 56 x 256
10 Conv2D 3x3 256 56 x 56 x 256
11 MaxPooling 2x2 — 28 x 28 x 256
12 Conv2D 3x3 512 28 x 28 x 512
13 Conv2D 3x3 512 28 x 28 x 512
14 Conv2D 3x3 512 28 x 28 x 512
15 Conv2D 3x3 512 28 x 28 x 512
16 MaxPooling 2x2 — 14 x 14 x 512
17 Conv2D 3x3 512 14 x 14 x 512
18 Conv2D 3x3 512 14 x 14 x 512
19 Conv2D 3x3 512 14 x 14 x 512
20 Conv2D 3x3 512 14 x 14 x 512
21 MaxPooling 2x2 — 7x7x512
22 Fully — 4096 1 x1x4096
Connected
23 Fully - 4096 1 x 1 %4096
Connected
24 Fully - 1000 (ImageNet 1 x 1 %1000
Connected classes)
25 Softmax — — 1 x1x1000
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Figure 7. Visualizing VGG-19: Layers, Convolutions, and Max-Pooling
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