Hyperspectral Image Processing in Internet of Things model using Clustering Algorithm
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Abstract: With the advent of technology, several domains have b on Internet of Things (IoT). The hyper spectral sensors present in earth observation system sends hyper spectral images (HSIs) to the cloud for further processing. Artificial intelligence (AI) models are used to analyse data in edge servers, resulting in a faster response time and reduced cost. Hyperspectral images and other high-dimensional image data may be analysed by using a core AI model called subspace clustering. The existing subspace clustering algorithms are easily affected by noise since they are constructed based on a single model. The representation coefficient matrix connectivity and sparsity is hardly balanced. In this paper, connectivity and sparsity factors are considered while proposing the subspace clustering algorithm with post-process strategy. A non-dominated sorting algorithm is used for that selection of close neighbours that are defined as neighbours with high coefficient and common neighbours. Further, pruning of useless, incorrect or reserved connections based on the coefficients between the close and sample neighbours are performed. Lastly, inter and intra subspace connections are reserved by the post-process strategy. In the field of IoT and image recognition, the conventional techniques are compared with the proposed post-processing strategies to verify its effectiveness and universality. The clustering accuracy may
be improved in the IoT environment while processing the noise data using the proposed strategy as observed in the experimental results.
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1. Introduction

Global positioning system, radio frequency identification technology, sensors and various other devices are involved in the process of data collection in the Internet of Things (IoT) [1]. The connection between multiple things and people are realized by various networks. Various domains like environmental monitoring, recommendation systems, forest protection, smart transportation, healthcare and smart city has several applications that incorporate IoT technologies. Hyperspectral sensors are used for imaging specific regions by using hyperspectral remote sensing technology in earth observation field [2]. The Hyperspectral images (HSIs) generated from these sensors depict the field objects in a detailed manner. This technique substantially improves classification and identification skills. Environmental monitoring, atmospheric environment, fine agriculture, geological mapping, geological exploration and various other fields will widely use HSI technology [3].

The cloud infrastructure is used for transferring and analysing the HSI data in Earth observation systems by using IoT [4]. High energy consumption and latency may be observed in this scenario. The edge servers are deployed with artificial intelligence (AI) models for performing data analysis by leveraging prompt reply and cost reduction. Land-cover classes are assigned to pixels in the HSI data analysis by utilising AI classification. [5]. Supervised and unsupervised classification are the categories under which the HSI is classified. Several applications under various domains make use of supervised classification. In order to train in advance, it is essential to have several labelled samples [6]. In edge servers, this will cause serious cost pressure [7]. However, only the HSI features are considered for performing unsupervised classification [8]. Clustering technique is widely used and extensively studied
in the unsupervised classification. The high data dimensionality makes the conventional clustering approaches unsuitable for HSI. In high-dimensional information, the subspace structure of low-dimension may be discovered with the subspace clustering that has been fabricated for the high-dimensional information [9]. The fields of computer vision are inclusive of motion segmentation, image segmentation and face clustering, which makes use of this technique. At edge servers, the HSI cluster pixels are deployed with subspace clustering based on AI models [10]. The corresponding subspace is assigned with samples by using subspace clustering [11]. Spatial clustering is used for obtaining the clustering results by initially acquiring the representation coefficient matrix with the help of a subspace clustering framework as represented in figure 1.

![Subspace Clustering Framework](image)

**Fig.1. Subspace clustering framework**

In IoT domain, the hyperspectral datasets are processed with an improved post-process strategy based on subspace clustering algorithm proposed in this paper. In improved subspace clustering, the representation coefficient matrix parameters like connectivity and sparsity are balanced by using the proposed post-process strategy [12]. The correlations are considered along with the common neighbour numbers, while defining the close neighbours. Non-dominated sorting algorithm is used for the selection of close neighbours from the available neighbours in the sample while simultaneously considering both the objectives. The post-process strategy universality and effectiveness are verified with HSI and traditional picture datasets through experimentation. Four diverse HSI data are used for verification under IoT domain. The original algorithm is compared with various subspace clustering algorithms with the help of pruning technology. The clustering accuracy may be improved in the Earth.
observation system based on IoT by processing the image data of high dimensionality using the proposed algorithm as observed from the experimental results [13].

2. Related Works

In 2009, the subspace clustering was introduced and has been gaining large attention from several fields ever since. Computation of the representation coefficient matrix is the key to subspace clustering. Regularization term and fidelity term are the major components in the matrix computational model. For each sample, a linear expression is sought after by using a fidelity terms to create a dictionary of samples that belong to the same subspace [14]. The block-diagonal structure matrix is satisfied using the regularization term. Different matrices are produced by different norms making it critical to design the regularization term [15]. Mixture, connectivity and sparsity are the three major directions involved in the regularization term design [16]. The sparse representation coefficient matrix is computed with the regularization terms based on $L_0$ and $L_1$. Sparse $1$-$D$ based Sparse Subspace Clustering (SSC) is used, where, in a single subspace, a sample is used for representing each data sample forcefully using a regularization term based on $L_1$ norm [17].

Mutually independent subspaces are used for meeting the block-diagonal structure using this solution model. The data subspace properties are revealed by this structure such as a single subspace comprising of samples in a block, and equal number of subspaces and blocks. The Laplacian matrix and its zero eigen values count is constrained which in turn constrains the total blocks in the matrix using Block Diagonal Representation (BDR) [18]. HSI clustering, end-member extraction, and hyperspectral anomaly detection are applied with SSC by certain researchers. Spectral-spatial SSC is the HSI clustering based SSC developed in 2006. KSSC-SMP, a spatial max pooling operation is applied in a kernel SSC scheme [19]. SSC algorithm based on spatial distribution preserving and SSC scheme regularized by $L_0$-norm are used for as improving algorithms. An $L_0$-norm based model is proposed in combination with proximal gradient descent method along with SSC [20]. NP-hard problems are often caused by minimization of $L_0$-norm. Nearest subspace neighbour and orthogonal matching pursuit algorithms are proposed to overcome this issue. Heuristic methods are used for obtaining
non-zero positions using orthogonal matching pursuit based subspace clustering (SSC-OMP). The general pair wise relationship may not be sufficient for expressing the sample coefficients [21]. A disconnected graph of subspace is over-pursued aggressively using the sparse matrix.

3. Proposed Work

The data samples are divided into appropriate subspaces for the purpose of subspace clustering. A data matrix $D = [D_1, D_2, \ldots, D_n] \in \mathbb{R}^{d_s \times n}$ where the set of $n_i$ samples belonging to a subspace $S_i$ is represented by $D_i$, $d_s$ is the sample dimension and $n$ is the total samples in the data. The position or noise in the sample is caused by useless or incorrect connections in real time applications. When compared to the subspace intrinsic dimension, the total data samples are lesser. The connections are pruned using a post-process to ensure the affinity graph connectivity with respect to the coefficient matrix for reducing the unused or incorrect connections.
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**Fig. 2. Three Stage Image Transform Process**

Figure 2 represents the three stage image transform process in which the original HSI image is converted to a 3-D cube. Further, the pixels are represented as the column of a two-dimensional matrix. $B$ represents the bands, $N$ is the rows and $M$ is the total columns in the 3-D cube. For the sake of clustering, compression of 3D cube into 2D cube is done. The
Coefficient is reserved by defining the close neighbours for every sample in the post-process strategy. Neighbours and common neighbour definitions must be introduced to develop close neighbours in a precise manner. It is essential to understand the need for considering specific number of samples along with close and common neighbours. In a subspace, we consider two samples with non-zero coefficients. Considering the data matrix \( D \in \mathbb{R}^{d_{s} \times n} \), a representation matrix \( R \) is obtained using the traditional subspace clustering scheme. Here, post-processing is performed where the inter-subspace samples are tested for weak correlation and they are pruned. Further, finding close neighbours (FCN) algorithm is used for obtaining a neighbour ranking list \( N \), after reserving the first few layers, for each sample.

Clustering accuracy is significantly affected by the total layers reserved. Reduction in clustering accuracy and overly pruning of the representation matrix is observed if this value is too low. The failure of post-processing strategy is declared if it does not work. For the multiple number of reserved layers, computation of clustering accuracy is performed and total reserved layers are selected in correspondence to the highest clustering accuracy. Spectral clustering is performed in the final stage. The pruning strategy based on close neighbour (PSCN) process comprises of several parameters. However, in order to attain the clustering results, total clusters and data matrix alone are required. Sparsity requirements are satisfied with the proposed pruning technology. In a poorly connected subspace, probability reduction and intra-subspace connection strengthening is performed by employing common neighbours. The proposed model can resolve the trade-off between connectivity and sparsity in an efficient manner.

### 4. Results and Discussion

For the purpose of verification and validation, the experiment is categorised into two segments. Various perspectives are considered for verifying the effectiveness of the proposed model while comparing it with the existing SSC technique. COIL-20, a traditional image dataset is used for the purpose of experimentation. It consists of images from 20 subjects. 72 different angles are used for capturing the pictures of each subject by the camera. 1440 pictures size 128×128 of are available in the dataset in total. In earth observation system
based on IoT, the efficiency of the proposed model is verified by comparing with HIS datasets like Pavia University, Salinas, Kennedy Space Centre (KSC) and Indian Pines. The universality of the proposed model is verified by combining it with various algorithms.
The Indian pines scene obtained from the AVIRIS sensor has images of 145×145 pixels with a spectral band of 224. From the complete image, three different image blocks are selected with 2400, 1500 and 600 pixels corresponding with 6, 5 and 3 classes respectively. 512×614 pixels and 176 bands KSC data is also used for the verification purpose. Large number of samples are used for verifying the performance of the model. Here, image blocks concluding with 4000 and 1500 are considered as the subsets in which 5 and 3 classes are observed respectively. From the Californian Salinas Valley, the Salinas scene images are gathered by the AVIRIS sensor of 224 band. The images are of 512×217 pixels per band. Image blocks concluding with 2500, 2000 and 1500 are considered in this HSI. 9, 5 and 3 classes of image data are selected for performing the analysis of the proposed model. Figure 3 and 4 represents the comparison of the total number of layers of close neighbours to the accuracy and normalized mutual information.

![Fig. 5. Total categories vs. Accuracy](image-url)
Twenty categories are used of which various categories are selected on a random basis. 75 pictures are present in each category, where the number of categories is less than 15. Figure 5 and 6 represents the variation in accuracy and normalized mutual information with the change in the number of categories. The SSC and PSCN comparison is represented in the graph shown in figure 5 and 6 for analysis of clustering performance. From the results, it is evident that the proposed model outperforms the conventional SSC model despite the variation in total categories. When a relatively smaller number of categories is observed a prominent performance boost is obtained during clustering. The Pavia University based images collected by the ROSIS sensors in northern Italy, during a flight consists of images of 610 × 610 pixels with 103 spectral bands. These images are also extracted in the form of three blocks with a varied number of pixels and multiple subjects. Conversion of the image into 3-D cube from the HSI dataset enables further compression into 2-D cube for the purpose of clustering. The data sample is observed as a pixel. The pixels are clustered into the same class with the help of subspace clustering.
5. Conclusion

In this paper, Subspace clustering is employed in edge servers by deploying AI models for prompt reply and cost reduction. At the representation coefficient matrix, the useless and incorrect connections are pruned by means of PSCN, a post-process strategy has been proposed to enhance the clustering performance and reduce the noise effects. Stronger connections are observed at the sample’s close neighbours that have larger coefficients and common neighbours. A sparse matrix may be achieved by guaranteeing the intra-subspace connections on reversing the coefficients. Four different HSI data are compared to observe the performance of PSCN along with the clustering algorithms like LRR, SMR, SSSCOMP and SSC. In IoT based earth observation system, the proposed method is applicable and it exhibits an improved performance rather than the existing models. The accuracy of sensor based information has been obtained, when HSI increases with clustering by using PSCN. Future work may implement non-dominant sorting to confirm the number of layers that must be reserved directly after clustering.
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