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Abstract 

Generative AI technologies are emerging nowadays and they transform the way of user 

interaction with information, and allows the systems to deliver accurate responses to the user 

queries. This research focuses on creating a Retrieval Augmented Generation Chatbot as an e-

learning assistant where it fetches the accurate data from the pdf document that is trained on 

and give accurate precise responses to the user query. This e-learning assistant is created 

specifically for the subject of “Artificial Intelligence” to deliver the user-queries related to 

Artificial Intelligence. The system uses Flask for the backend and React for the frontend. PDFs 

are loaded, split into smaller sections, and processed using LangChain. Embeddings are 

generated with Google’s AI models and stored in Chroma, a vector database. When a user 

submits a query, the system searches for similar content and uses Google Gemini-1.5-Pro to 

generate a response based on the retrieved data. This ensures high accuracy by relying on 

specific content rather than broad AI knowledge. This solution can easily scale and is perfect 

for education and knowledge-based fields. It helps students, teachers, and professionals by 

providing fast, reliable answers, making learning more efficient and effective. 
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 Introduction 

Artificial Intelligence has most impactful innovation in recent years and it transforms 

how machines interact with human language. Some of the notable innovations are Generative 

AI models and Large Language Models. These technologies, such as chatbots, virtual 

assistants, and content-generation systems have been used to generate accurate responses to 
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user queries. One notable example is ChatGPT, a product of OpenAI. It is a Large Language 

Model trained on a vast amount of data and is used to generate accurate responses to user 

queries [2]. It is a general-purpose model that provides responses to various queries by 

retrieving information from its trained data, websites, articles, and other sources. Sometimes, 

the system may fetch irrelevant information, resulting in fabricated responses that are 

misleading and not useful to users [4-6]. To tackle this issue, Retrieval-Augmented-Generation 

(RAG) concepts offers a promising solution, it combines the retrieved content with the 

generative model to give the accurate responses which is an essential for delivering reliable 

information. LangChain is a framework used to streamline the integration of LLM models. It 

provides functions and methods for extracting text from PDFs, processing documents, and 

more. By using these technologies, the proposed system has been built for the education 

industry as an e-learning assistant to provide the most accurate responses to the students 

compared to the ChatGPT [7-9]. This RAG-based approach retrieves specific content from 

trusted educational materials (like PDFs).It focuses on delivering context-specific information 

for subjects like "Artificial Intelligence," unlike general AI systems that provide broad 

knowledge. The system is very adaptable, allowing educators to update the content, by 

providing faster, domain-specific responses. This makes the proposed system better suited for 

e-learning applications, ensuring students get the most accurate and up-to-date information [10-

12]. 

 Related Work  

Recent research has focused on improving Retrieval-Augmented Generation (RAG) 

chatbots for specialized applications. Kulkarni et al. [1] used reinforcement learning to 

optimize RAG models, making them more accurate for domain-specific tasks like education 

and healthcare. Vidivelli et al. [14] combined LangChain with RAG to create efficient custom 

chatbots, highlighting their ability to handle large datasets effectively. Bora and Cuayáhuitl et 

al.[15] analyzed RAG-based chatbots in medical settings, showing their reliability for 

answering complex healthcare questions. Chaubey et al.[13] compared RAG with fine-tuning 

and prompt engineering, finding RAG better suited for diverse and dynamic datasets. Kang et 

al. [16] introduced Prompt-RAG, a vector-free approach for niche domains like Korean 

medicine, which reduces computational costs while maintaining accuracy. Quidwai and 

Lagana et al. [17] developed a RAG chatbot for precision medicine, demonstrating its potential 
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to provide precise, context-aware responses in healthcare. These studies show that RAG is 

good at giving accurate answers and focusing on specific topics. However, it also has 

challenges, as it requires high computing power, and high-quality data to work well.  

 Methodology 

This section outlines the methodology used to develop the e-learning assistant RAG 

chatbot, detailing the processes involved in text extraction, embedding generation, data 

retrieval, and response generation. 

3.1 PDF Extraction  

The initial process involves extracting the text from the pdf document titled 

“Understanding Artificial Intelligence: The Future of Technology” which contains of 10 

chapters that explores various aspects of Artificial Intelligence. The loader method used is 

LangChain’s PyPDF loader which is a used to load the pdf document into memory and extract 

text content from the pdf document. 

3.2 Document Splitting 

After extracting the text, LangChain's RecursiveCharacterTextSplitter is used to break 

the large document into smaller manageable parts. This is important because working with 

smaller chunks of text makes it easier to handle. For example, setting a chunk_size of 1000 

characters splits the document into sections of no more than 1000 characters each. This makes 

it simpler for the system to process and analyse the content effectively than the large document. 

The document splitting is shown in the Figure 1. 

 

 

 

 

 

         Figure 1. Document Splitting 
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3.3 Embedding Generation 

The next step involves turning the extracted text into numerical vectors that is used to 

capture the meaning of the text. This process, is known as embedding generation. In this study, 

GoogleGenerativeAIEmbeddings is used to create a vector for each section of text. These 

vectors encapsulate the meaning of the entire section, considering all the words, sentences, and 

context within it. This approach helps the system grasp the deeper meaning of the text as a 

whole, rather than focusing on individual words alone. The embedding generation is shown in 

Figure 2. 

 

Figure 2. Embedding Generation 

3.4 Vector Database 

The next step involves storing the vectors that represent the meaning of the data in a 

database. A vector database is used to manage data in the form of vectors, which are numerical 

representations of various types of data such as text or images. For this study, the Chroma 

Vector Database is used to store the vectors generated during the embedding process. This 

database organizes the vectors and makes it easy to retrieve them when needed, allowing the 

system to quickly access the meaning behind the data whenever required. The vectors that are 

stored in the vector database is shown in Figure 3. 

 

Figure 3. Vector Database 
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3.5   Query Processing 

The process begins when a user submits a query that contains of text data. First, the 

query is transformed into a numerical format that is embedding using 

GoogleGenerativeAIEmbeddings, it captures the meaning behind the user's question. The 

embedding is then used to search the Chroma Vector Database, where it retrieves relevant 

chunks of information by comparing the query's vector with stored vectors that have similar 

semantic content. Once the relevant data is identified, Google's Gemini-1.5-Pro generative 

model is used to generate a response to the user interface. The model takes the both retrieved-

context and the user's query to generate a precise and accurate answer. The Google Gemini is 

trained to give the response based on the following prompt: 

 “You are an assistant for question-answering tasks. Use the following pieces of 

retrieved context to answer the question. If you don’t know the answer, say that you don’t 

know. Keep the answer concise (maximum of 3 sentences).” 

This methodology ensures that responses are accurate, relevant, and based on the user's 

query as well as the contextual data retrieved from the vector database. The workflow of this 

process is illustrated in Figure 4. 

 

Figure 4. User Query Workflow 
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 Results and Findings 

This section presents the user interface and results from the RAG chatbot in action. The 

frontend of the user interface  is created using React and bootstrap, a CSS framework has been 

used for the styling of the components such as padding, margin, border, background colour, 

position of the fields etc. The Figure 5 shows the RAG chatbot’s front-end interface. 

 

Figure 5. RAG Chatbot – E-learning Assistant 

 The interface includes a "Type your message here" field, allowing users to enter their 

queries. If a user enters a question, for eg: “Working of GAN brief?”, the query is send to the 

backend for further processing. In the Figure 6, the typing indicator in the interface shows that 

the entered query is processing.   

 

Figure 6. Chatbot Processing the Query 

  Flask, a Python framework used to establish the connection between the frontend and 

backend. The user query is in text format and it is converted into numerical format as vectors 

or embedding. Here the Google Generative AI Embedding act as the embedding machine to 

convert into numerical format. The embedding searches the Chroma database to find relevant 
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information. Then, Google's Gemini-1.5-Pro model uses this info to give a precise answer. The 

response is given in 3 lines because Google Gemini is trained to do it this way. This helps the 

model give clear and consistent answers.  

 

Figure 7. E-learning RAG Chatbot 

Figure 7 displays the generated response in the RAG chatbot interface. Comparing the 

chatbot's response with the content from the PDF, it is evident that the generated answer aligns 

perfectly with the document's content. Figure 8 shows the corresponding content in the PDF 

for comparison.  

 

Figure 8. Comparison between Generated Response and Content in the PDF 

While the wording may vary slightly, the key information remains consistent, 

demonstrating the RAG model's ability to deliver accurate and reliable answers. 
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 Conclusion 

This study looks at how artificial intelligence can improve automation in e-learning, 

especially in Artificial Intelligence. It focuses on turning PDF content and user questions into 

vectors, which are then processed by the RAG chatbot to give accurate answers. This method 

ensures the chatbot gives precise information, making it useful for e-learning. As AI gets better, 

these systems will become more personalized and efficient. This approach can also be used in 

other areas, like restaurant websites or sales sites, to answer customer questions. The system 

can be changed to fit different needs, making it flexible and easy to scale. 
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