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Abstract

Covid-19 has switched almost every facet of life to online mode. Therefore, parents are
forced to buy gadgets for their children for learning purposes. As a result, cyberbullying has
also increased. Nowadays, youngsters get bullied online while using social media and playing
online games. Everyday nearly thousands of users deal with bullying related to body shame,
facial appearance, behavior, racism, sexual harassment, and other kinds of online bullying. To
prevent this harassment, Machine learning algorithms are used to automatically detect the use
of abusive words used by the bullies, and the developers will be notified if any type of abusive
words are found and the necessary action can be taken. Moreover, a message will be sent if
there is any abusive content in the chat. Therefore, the proposed method is efficient in
identifying a cyber bullying activity on social media. This system will undoubtedly be useful
as many students create social media accounts to keep track of their school life. Now that

everything is online, this system proves beneficial in preventing cyberbullying.
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1. Introduction

Social media has gained very much importance in one’s life in the recent years. It is
useful to know what is happening in the world. The number of social media users has increased

dramatically following the coronavirus pandemic. The increased use of social media has also
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raised concerns about increasing online cyber bullying. Most of the existing systems can only
detect whether abusive content is present or not using the available dataset, and cannot detect
the abusive content from real time data. Also, the system does not detect sarcastic text as cyber

bullying. The research is still ongoing, with the researchers aiming to achieve higher accuracy.

This research has proposed a solution for finding the abusive and offensive words. The
language used in the code is python. By using clear indentation, its design philosophy places a
strong emphasis on code readability. The object-oriented approach and language's structure are
made to make it easier for programmers to develop logical code for both big and small projects.
Python uses garbage collection and has dynamic typing. It supports a number of programming
paradigms, including functional, object-oriented, and structured programming (particularly
procedural). Apart from analyzing the data, this model automatically sends an alert notification

to the registered email ID, with the bully’s number, if any abusive content is found.

2. Related Works

Andrea Pereraa et al. described a method for automated cyberbullying detection and
prevention that uses supervised machine learning, including support vector machines and
logistic regression, along with contextual embedding models like BERT to capture evolving
language patterns. However, the solution does not detect sarcastic text as cyber bullying [1].
Seunghyun kim et al., proposed a human-centered systematic assessment for automatic
cyberbullying identification from the last ten years. The work highlighted the need to
incorporate human-centeredness in future research to develop detecting technologies that are
more useful, practical, and tailored to the various demands and circumstances of stakeholders

[2].

The research [3] discussed the growth of cyberbullying on user-generated platforms
and the need for tools for automated cyberbullying detection. The findings demonstrate that
BERT works better than cutting-edge cyberbullying detection methods and initialized deep
learning models using “slang-based word embeddings” perform better than models initialized
with conventional word embeddings [3]. The study [4] offered the DEA-RNN hybrid deep
learning model to identify Twitter cyberbullying. DEA-RNN outperformed conventional
algorithms such as SVM, Multinomial Naive Bayes, Random Forests, and Bi-LSTM” in all
scenarios [4]. LSTM and 1D-CNN are used in cyberbully detection.
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The study by Sourodip Ghosh et al., projected a technique that uses a comparative
analysis of 1D-CNN with LSTM architecture using text semantics to find terms that denote
bullying. The following formula was used: CE =—CY itilog(si). This model proved that in terms
of accuracy, BiLSTM performs better than other models (0.9745). This model cannot be used
to detect cyber bullying from real-time data [5-6].

3. Proposed Work

3.1 Overview

3.1.1 Existing System

Most of the existing systems provide only sentiment analysis and classify the words as
good or bad. These systems cannot prevent online bullying. They can only detect whether there
is abusive content or not, using the available dataset. Hence, they cannot be used to detect the

abusive content from real time data.
Drawbacks of the Existing System

e Model can perform Natural Language Processing (NLP) on the existing data, and not

on real time data.
e Model takes more time to train.

e Model cannot prevent online bullying and can only check whether abusive content is

present or not.
3.1.2 Proposed System

This model not only provides detailed analysis of the past data, but can also identify
abusive content from real time data. It can classify the chat dataset into 3 classes namely
offensive language, hate speech, and normal text classes. Apart from analyzing the data, this
model automatically sends an alert notification to the registered email ID if any abusive content
is found. The bully’s number is also known through the email alert sent. If the text is normal,

no alert notification will be sent.
Advantages of the Proposed System

e Model can provide detailed sentiment analysis of real time data.
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e Model has an accuracy of 90%.

e Model sends a trigger mail along with the bully’s number if abusive content is found.
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Figure 1. System Architecture Diagram

3.2 Methodology
3.2.1 Modules

Data Collection

e Data Cleaning and Preprocessing
e Count Vectorization

e Algorithm Implementation

e Trained Model Generation

Connecting with WhatsApp Web
Data Collection

The real time data is used to classify whether the data is abusive or not. The dataset
includes a set of random tweets of around 24,000 lines of conversation in csv format
downloaded from Kaggle website. The dataset is in the csv format and hence it is easier to
provide data analysis and Natural Language Processing as data from csv files are organized as

rows and columns and are labelled properly.
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Figure 2. Cyberbully Dataset Sample

Data Cleaning and Preprocessing

The dataset is then properly organized and transformed into the 3 classes namely hate

speech, offensive language, and normal classes. Data cleaning also removes the unnecessary

words and punctuation mark.
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Figure 3. Data Cleaning and Preprocessing

After removing the unwanted punctuations, visualization and NLP are performed. The

model is built using python3 and Anaconda and also the dataset is imported to the model

building environment.

Data Visualization

The NLP text is then visualized in the form of bar graphs. The 3 classes are named as

class 0, class 1, and class 2. The x axis denotes the class and y axis denotes the count or number

of appearances of the identified word.
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Figure 4. Data Visualization Chart
Count Vectorization

The count of each appearance of texts is noted down in Count Vectorization using a

library called count vectorizer.

Extract Feature With CountVectorizer

In [11]: # Extroct Feature With Countvectorizer
import pandas as pd
import pickle
from sklearn.feature extraction.text import CountVectorizer
¢v = CountVectorizer()
X = cv.fit_transform{X) # Fit the Dotao

In [12]: pickle.dump{cv, open{"models/vectorizer 1.pickle”, "wb"))
Figure 5. Count Vectorization

Algorithm Implementation

6 algorithms- Decision tree, Naive Bayes classifier, Support Vector Machine, Logistic
Regression, K-Nearest Neighbour, and Random Forest techniques, have been implemented.
Logistic Regression and SVM algorithms achieved 90% accuracy. The texts were classified,
and the words were organized according to their classes- namely hate speech, offensive words,

and normal text.
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Logistic Regression Evaluation

In [30]1 & Confusion matrix
from sklearn.metrics import confusion matrix
cm = confusion matrix(Y_test, ¥ _pred_logreg)
o

outfan): array([[ 66, 195, 25],
[ a4, 3ew1, N3],
[ 8, 89, 736]], dtype«inted)

I [31): # classification report
from sklearn.metrics dmport classification report
print{classification_report(¥Y_test, ¥ _pred_logreg))

precision recall f1.-score  support

%) 0.5 .23 0.13 280

1 6,93 0,9 0,94 3838

2 0.84 0.49 086 33

accuracy 0.90 4957
macro avg 0.70 0.9 0.71 4957
welighted avg 0.89 0.90 0.8 4057

Figure 6. Logistic Regression

Support Vector Machine Evaluation

In [28): # Confusion matrix
from sklearn.metrics import confusion_matrix
c¢m = confusion matrix(Y_test, Y pred svc)
cm

out{28]: array([[ 84, 184, 18],
[ o5, 3645, 98],
[ 19, 83, 731]], dtype=int6a)

In [29]: # Clessificotion report
from sklearn.metrics import classification_report
print(classification_report{Y_test, Y _pred svc))

precision recall f1-score  support

a9 2.42 .29 .35 286

1 8.93 9.95 9.94 3838

2 0.86 0,88 0.87 833

accuracy 0.98 4957
macro avg @.74 8.71 9.72 4957
weighted avg 0.89 0.99 9.89 4957

Figure 7. Support Vector Machine
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Trained Model Generation

The dataset contains 24000 lines of conversation classified as hate speech, offensive
language, and normal classes. These 3 classes are trained using SVM and Logistic Regression
algorithms [14-21] to classify the words into the particular classes.

Connecting with Whatsapp Web

The software then automatically opens WhatsApp web and access can be given to the
software to use WhatsApp by connecting the mobile WhatsApp to WhatsApp web using the
app’s QR code. By giving this access, the connected WhatsApp’s chats can be read.

3.3 Requirements

The hardware specifications of the proposed model which lay as the corner stone for

the software designing, are shown in the table 1 below.
Hardware Requirements

Table 1. Component Specification

COMPONENT SPECIFICATION
PROCESSOR Intel Core i5.
RAM 8 GB MINIMUM
GPU INTEGRATED GRAPHICS
MONITOR 15” COLOR
HARD DISK 10 GB
PROCESSOR SPEED MINIMUM 500MHZ
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Software Requirements
The software requirements of the proposed design are listed below.
e Python 3.8

e Jupyter Notebook (Anaconda)

4, Results and Discussion
Training Data

To train a machine learning model, more data is required for a better performing model.
Hence some techniques like data cleaning, pre-processing and count vectorization must be
performed, so that it will be easier to perform Natural Language Processing.
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Figure 8. Trained Model Output

Final Output

The trained model is then deployed to perform NLP of real time data. The output will

be as follows:
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Figure 9. WhatsApp Web

If a bad word is present, then an Email alert is sent to the registered mail id.
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Figure 10. Message Alert

5. Conclusion

Cyberbullying is a serious issue. Due to the many hazardous implications, it has on the

victim, it needs to be addressed seriously. Additionally, it upsets a person's state of mind. After
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being cyberbullied, many people are known to experience despair. The proposed software
successfully detected the bad words from WhatsApp web, and sent the number of the bully to
the registered email ID. Parents can easily monitor their child’s activity using this software and
hence it will safeguard children from being harassed and bullied in WhatsApp. Cyberbullying
is becoming very common nowadays with the excess use of social media platforms. Hence it

IS necessary to take precautions to protect youngsters from bullies.
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