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Abstract 

This study evaluates the extent to which consumers are willing to switch to sustainable 

products and identifies the strategic measures to establish sustainable brands. Consumer 

preferences and behaviours are analysed to identify the early adopters of sustainable products 

The study employs several machine learning algorithms including Random Forest, Gradient 

Boosting, Logistic Regression, Support Vector Machine (SVM), and K-Nearest Neighbors 

(KNN), to determine the likelihood of consumers switching towards sustainable choices. 

SMOTE (Synthetic Minority Over-sampling Technique) was applied to address the class 

imbalance in the data. The models were evaluated using metrics such as accuracy, precision, 

recall, and F1 score. The results indicated that the Random Forest and SVM outperformed the 

other models in predicting consumer willingness to adopt sustainable products. This study 

demonstrates the potential of machine learning techniques in understanding customer 

behaviour, thereby supporting marketers in promoting sustainable brands. 

Keywords: Sustainable Products, Consumer Behaviour, Logistic Regression, SVM, Gradient 
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 Introduction 

The increasing awareness about sustainability issues has changed the approach of both 

consumers and companies toward products and services. Over the past decade, the number of 

consumers inclined to choose sustainable products that align with their eco-friendly beliefs has 
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increased. This, in turn, has prompted brands to adopt green initiatives in their business 

practices and product promotions. However, a significant gap still exists between the original 

intentions of consumers and their actual purchase behavior, regardless of rapid changes in 

consumer consciousness towards the environment. Though many people have the intention of 

purchasing goods from these sustainability-based brands, factors, such as price, availability, 

and brand information, often hinder their purchasing decision. 

The purpose of this study is to explore the factors that make customers switch to 

sustainable products. This is achieved by employing machine learning models that measure the 

probability of a customer choosing to move from conventional products to sustainable 

alternatives. The models employed in this analysis include logistic regression, support vector 

machines, random forests, gradient boosting, and K-nearest neighbors. Such models allow an 

understanding of the most important features, trends, and preferences of the different consumer 

market segments. SMOTE was applied to address the class imbalance in the dataset, which 

improved the prediction accuracy. Using these machine learning models, the research aims to 

determine the factors that influence the adoption of such sustainable products. Among all the 

models, random forest and support vector machines worked more accurately in predicting 

consumer behavior in sustainability contexts. 

 Related Work 

Consumer attitudes and preferences toward buying sustainable products are also very 

important [1]. The initial scholars in this area used conventional survey approaches to 

understand consumer attitudes and explain the cause of sustainable purchases. Sustainable 

production and consumption are an important strategy, as their implementation can help 

manufacturers achieve overall development plans [2]. However, understanding the consumer 

attitude toward purchasing and analyzing an accurate outcome is a challenging task. 

Consumer satisfaction over a product also plays an important role in shopping [3]. 

Predicting consumer behavior with certain modeling techniques and machine learning has been 

employed to understand the pattern more accurately. Predictive modeling, logistic regression, 

and decision tree models have been used to research how price, brand reputation, and 

environmental effects influence a consumer's purchasing decision. The purchase patterns of the 

consumers have been analyzed in the dataset. For instance, logistic regression and decision tree 
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models have been used to research how price, brand reputation, and environmental impact 

influence a consumer's buying decision. 

Also, KNN is used for customer segmentation and to understand the customer’s shopping 

pattern [4]. Some other works include Big Data in promoting sustainable consumption behavior 

with the help of bibliometric analysis [5]. Studies using these models have indicated that, 

although environmental concern plays a role, it is often outweighed by practical considerations 

such as product cost and convenience. 

Advanced techniques such as SVM, gradient boosting, and random forest have been used 

to understand more clearly the complex relationships between consumer demographics and 

psychographics about purchasing decisions. Whenever there is a class imbalance, it is 

addressed with Synthetic Minority Oversampling Technique (SMOTE), as consumers who 

actively buy sustainable products represent a small minority compared to the general 

population. These advanced methods have been applied effectively to generate much more 

precise consumer behavior predictions, highlighting the role of targeted marketing in 

promoting sustainable products. 

Overall, with the help of machine learning, it became easy to predict consumer 

willingness to switch towards sustainable products, which in turn provides insight that will help 

different brands make proper decisions in their marketing strategies to match the changing 

consumer preferences. 

 Proposed Work 

3.1 Dataset Collection 

Because no public dataset is available for consumer switching behavior to sustainable 

products and brands, a unique dataset was created for this study. Finally, the dataset was 

obtained by conducting a short survey with the help of Google Forms, targeting people from 

different backgrounds. The respondents were asked about their care for sustainability, their 

current purchasing habits, and whether or not there was a willingness to switch out traditional 

items for more sustainable options. 

The Survey Google Form contained the following questions:  

1. Age 

2. Gender  
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3. Location 

4. Income level 

5. How often do you shop for non-essential products? 

6. Where do you usually shop for these products? 

7. What factors influence your purchasing decisions the most? 

8. How familiar are you with sustainable products? 

9. Which aspects of sustainability matter most to you when buying a product? 

10. Do you currently prefer buying from brands that promote sustainability? 

11. Which sustainable products have you purchased in the last 6 months? 

12. What prevents you from buying sustainable products more often? 

13. Would you switch to a sustainable brand if it offered products similar in quality 

and price to your current brand? 

14. What type of information would help you make more sustainable purchasing 

choices? 

15. How likely are you to recommend a sustainable brand to others? 

16. Any additional comments or suggestions on how brands can better promote 

sustainability? 

All the questions contained options in which the respondent selected their appropriate 

choices, and a total of 1,500 responses were collected and compiled into a dataset for analysis.    

3.2 Data Cleaning and Preprocessing 

The Missing values of "Willingness to Switch" or "Awareness of Sustainability" were 

addressed through imputation. Mean and mode imputation were used for continuous and 

categorical variables. Rows containing excessive missing values were removed. 

Outliers in numerical fields like income were detected using the interquartile range (IQR) 

method using the boxplot visualization and addressed by capping extreme values to a 

reasonable range. Values beyond 1.5 times the IQR, that is, income above $100,000, were 

considered outliers, avoiding undue influence on the analysis. The categorical variables, such 

as "Gender," were encoded to make the data suitable for machine learning models. 

3.3 Data Augmentation 

Since the number of respondents who were very willing to switch was largely 

outnumbered by those who were neutral or less likely, the SMOTE (Synthetic Minority 

Oversampling Technique) oversampling method was used, which helped in balancing the 

dataset. 



Predicting Consumer Shifts to Sustainable Products using Machine Learning Models 

ISSN: 2582-418X  306 

 

3.4 Feature Extraction 

Demographic information like age, gender, income, shopping preferences, sustainability 

awareness, and product familiarity were selected and considered as the features for this 

analysis. Further the most important feature of this study, the consumer shift towards 

sustainability was considered in predicting the likelihood. 

3.5 Data Splitting 

The dataset was split mainly for training and testing. 70% of the data was used for training 

the model and getting consumer behavior insights. 30% of the data was used as a test dataset. 

This splitting strategy ensured a reliable dataset to analyze consumer trends toward 

sustainability without the need for additional validation set. 

3.6 Experimental Setup 

The machine learning models were employed and evaluated using Python programming 

language and its libraries such as pandas for data preprocessing, Seaborn and Matplotlib for 

visualization and EDA, Scikit-learn for model implementation, SciPy for statistical analysis, 

and Jupyter Notebook as the development environment. The Flowchart in Figure 1 depicts the 

steps in the analysis. 

 

Figure 1. A Flowchart of Steps Included in the Analysis 

3.7 Models Used 

A total of five machine learning models were trained and tested that is, Support Vector 

Machine, Logistic Regression, Random Forest, Gradient Boosting, and K-Nearest Neighbours. 

All the models were trained on a 70% training set, with the remaining 30% used for testing. 
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• Logistic Regression 

Logistic Regression is used when the dependent variable is dichotomous and contains 

decision-making factors [6]. Binary logistic regression is one method that is particularly 

appropriate for analysing survey data in the widely used cross-sectional and case–control 

research designs [7]. Logistic regression yielded a basic linear model for consumers' chances 

of going green. More importantly, it suggested that people who exhibit sustainability behavior 

are such to a much greater extent because of factors like income, awareness, or previous 

purchases rather than altruistic commitment.  

For the the parameters, max_iter = 2000 was set to ensure convergence during the 

training phase with the ‘lbfgs’ solver which specifies the optimization algorithm to be used in 

the model. It performed adequately with logistic regression but struggled to accurately predict 

negative cases, i.e., users who would never switch. 

• Support Vector Machine (SVM) 

Support Vector Machines are supervised learning methods and can be utilized for 

classifications and regressions [8]. It selects from the training samples a set of characteristic 

subsets so that the classification of the character subset is equivalent to the division of the entire 

dataset [9]. SVM drew this hyperplane as a decision boundary to separate the two classes 

(agree/intent switch) and managed non-linear relationships through the Radial Basis Function 

(RBF) kernel. 

Default parameters, such as regularization parameter C=1, were set to handle non-linear 

relationships in data. The SVM model outperformed the logistic regression regarding accuracy 

and recall, particularly for consumers willing to switch to sustainable products. 

• Random Forest 

Random Forest is a classification algorithm that can be used for large data sets and has 

high prediction and accuracy [10]. The Random Forest model is all in one and combines 

multiple decision tree outputs to improve performance. It can improve predictions for many 

supervised methods, especially decision trees. These trees are grown in-depth without a 

pruning phase [11].  

Parameters such as random_state = 42 which helps control the randomness involved in 

generating decision trees, the number of trees (n_estimators = 100) and (max_depth = 10) were 

set to balance the model complexity. The parameter class_weight = ‘balanced’ was set to adjust 

the weights of frequency-based classes in the data to handle the class imbalance. RF yields the 
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highest precision, accuracy, and recall, which addressed the class imbalance correctly and 

provided the most reliable results. 

• Gradient Boosting 

Gradient Boosting is a machine learning technique for regression and classification 

problems, which produces a prediction model in the form of an ensemble of weak prediction 

models [12]. Gradient Boosting consecutively fits new models to provide a more accurate 

estimate of the response variable [13]. Gradient boosting is a type of ensemble model that 

builds decision trees one after the other to continuously decrease prediction error.  

The model was trained with 100 boosting stages (n_estimators = 100) with the learning 

rate = 0.1 for optimizing the balance between accuracy and overfitting. It performed better than 

Logistic Regression but did worse than Random Forest Classifier and SVM as far as overall 

accuracy. Finally, we applied a gradient boosting model, which had the best results with 

precision and recall of positive cases (ready to switch) compared to other models, but it was 

the most overfitted as well. 

• K-Nearest Neighbours (KNN) 

KNN requires all the training data instances to be stored, and then, for each unseen case 

and every training instance, it performs a pairwise computation of a certain distance or 

similarity measure [14]. A KNN classification algorithm is a query-triggered yet 

improvisational learning procedure, in which they are carried out only when test data is 

predicted that sets a suitable K value and searches the K nearest neighbors from the whole 

training sample space [15]. KNN uses the classification of data points by comparing the nearest 

neighbors in the feature space.  

The model was trained with 5 neighbors (n_neighbors = 5), which helped in determining 

classification based on proximity to the nearest data points. KNN is a simple and non-

parametric model that performed quite well but struggled with the complex data. KNN showed 

the lowest accuracy and struggled with the imbalanced dataset and hence provided poor 

predictions on the test set. 
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Table 1. Dataset with Pre-processing and Without Pre-processing 

 

Table 1 describes the dataset before preprocessing, which contained a lot of duplicates, 

missing values, outliers, etc. and the cleaned dataset which was after preprocessing. 

 Results and Discussion 

 The dataset was first prepared for preprocessing; in this step, all the missing values and 

outliers were handled, and the cleaned dataset was extracted. 

With the demographic data, various groups, factors, and aspects that affected the 

consumers' shopping behavior were studied. From Figure 2, both genders, especially females, 

and different age groups showed interest in the survey. 
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Figure 2. Age Distribution of Respondents 

From Figure 3, the frequency of shopping for non-essential products was visualized, and 

it was concluded that most of the consumers shop for non-essential products monthly, and some 

of them a few times a year rather than daily or rarely. 

 

Figure 3. Frequency of Shopping 

Considering the important aspects of buying sustainable products in Figure 4, most 

consumers prefer environmentally friendly materials and the recyclability of the products over 

other aspects. 
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Figure 4. Aspects of Sustainability 

Different places for shopping, such as physical retail stores, online marketplaces, brand-

specific online stores, and local markets, were analyzed for highly preferred shopping for 

sustainable products. From Figure 5, it was understood that consumers prefer online shopping 

more than others. 

 

Figure 5. Shopping Preferences 
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Due to the limited availability of sustainable products in Figure 6, consumers find it 

difficult to opt for sustainability fully, and hence, the awareness of adopting sustainable 

products completely is necessary in today’s day-to-day life. 

 

Figure 6. Barriers in Purchasing 

Finally, in Figure 7, the willingness to switch completely towards sustainable products 

according to gender was examined, and it was found that almost everyone considered 

switching, most of them being women. 

 

Figure 7. Shopping Preferences 
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The application of machine learning models on the dataset for predicting the likelihood 

of switching towards sustainable products gave an insightful result. Various models were 

evaluated on the dataset, and among all, the Random Forest and Support Vector Machine 

performed well in predicting the consumer switch toward sustainability. 

From Table 2 below, the Random Forest model achieved an accuracy of 98.5%, whereas 

SVM showed a 90.3% accuracy. Both the models highlighted strong precision and recall, with 

the help of the SMOTE, which addressed the class imbalance in the dataset, leading to more 

reliable results, especially for minority classes such as those consumers who are actively 

purchasing sustainable products. SMOTE improved the model’s ability to predict accurately. 

On the other hand, gradient boosting showed 88.7% accuracy with quite good precision, 

recall, and F1 score. Logistic regression and KNN showed less accuracy, which is 75.2%, and 

71.3% compared to other models. 

Table 2. Performance Scores for all Tested Models 

 

 Conclusion 

 This study showed that machine learning models, especially Random Forest and 

Support Vector Machines, can be used quite effectively to predict consumer behavior 

concerning sustainable product adoption. Since younger, high-income consumers emerge as 

the strongest factor in the modeled factor for purchasing, the models offered insights into 

why consumers engage and purchase eco-friendly products. 
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The research also saw the use of advanced models that would address the issue of class 

imbalance regarding the dataset; hence, accurate predictions could be made and used for 

brands. However, the dataset was of a specific target demographic group, which perhaps 

would not apply to wider target audiences. 

In future work, considering adding more heterogenicity about consumer segments in 

the dataset and utilizing real-time data, for example, social media sentiment, could further 

improve the prediction using these models and provide deeper knowledge about the adoption 

of sustainable products. 
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