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Abstract 

Phishing attacks threaten the security of the internet by stealing confidential data and 

money as well. As a way to prevent phishing, an extensive comparative study of the top most 

machine learning methods for phishing site detection was carried out. This research analyses 

the performance of ANN, RNN, XGBoost and Random Forest algorithms in the identification 

of phishing websites using the Kaggle dataset. These algorithms were selected due to their 

ability to uncover intricate associations and patterns from website information. The review 

examines the advantages and disadvantages each algorithm presents and compares them to 

each other based on accuracy efficient, precision, recall, F1 score, and computing efficiency. 

Through the comparison of these algorithms, the most effective algorithm for phishing 

detection is revealed, which can be useful to scholars and experts who focus on the 

improvement of on-line security. The research helps deposit the foundations for attacks 

prevention and facilitates the protection of online sensitive information. This study shows the 

effectiveness of using machine learning in the field of cybersecurity, especially with focus on 

the algorithms and how they can be optimized. 

Keywords: Phishing Detection, Machine Learning, Website security, URL, Random Forest, 

XGBoost, Artificial Neural Network (ANN), Recurrent Neural Network (RNN), Classification 

Algorithm, Kaggle Datasets, Website security, Cybersecurity. 
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 Introduction 

Indeed, in the conditions where we live, phishing is the most common cyberattack that 

every place has been confronted with the most serious consequences for individuals, 

businesses, and government agencies. Phishing is a form of attack that subjugates the reliance 

of users by means of fake websites through which a user enters confidential data such as login 

credentials, financial details, and other personal information. The most daunting aspect of the 

phishing attack is not only constant arising frequencies but also changes in sophistication such 

that most conventional measures for securing it fail. Consequently, there is an increasing 

urgency to develop advanced mechanisms for real-time identification and blocking of phishing 

websites [13]. 

Machine Learning has shown much promise and has been empowered by automated 

detection of phishing websites by features or patterns for those websites [14]. An important 

point separating these models from traditional rule-based methods is that they are able to learn 

from data, which can make them applicable to new threats, while being faster and more 

accurate in detection. Different algorithms like Decision Trees, Random Forest, Support Vector 

Machines (SVM), Neural networks do their work by detecting phishing, but the performance 

varies with each one of them [15,16].  

The challenge is to find which is the best algorithm that can effectively differentiate 

phishing websites from legitimate ones. 

The current study provides an elaborate comparative analysis of the prominent machine 

learning algorithms used in order to establish the strengths and weaknesses of each by 

evaluating their detection performance against an actual phishing attack. It is expected that 

such analysis will yield valuable insights towards optimization of phishing detection systems 

in a bid to safeguard individuals and organizations from the catastrophic damages triggered by 

phishers.  

 Related Work 

Phishing website detection with ML has been under active research, with algorithms 

applied in the classification into genuine and phishing sites. This study compares four top 

machine learning algorithms such as Artificial Neural Networks (ANN), Recurrent Neural 

Networks (RNN), Extreme Gradient Boosting (XGBoost), and Random Forest (RF) [1-4]. 
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These models perform well when it comes to identifying phishers and this study further 

investigates them by making them work with Phishing Website Detection, Kaggle dataset. 

2.1 Phishing Detection using Artificial Neural Networks (ANN) 

The use of artificial neural networks in detecting phishing websites is widely known 

because these networks can learn complex patterns in data. Earlier on, ANN were used to 

classify phishing websites, an action with promising results. In the same manner, researchers 

reported that ANN models produced an efficiency value of 96%.  The present study further 

supports these findings, confirming similar results. The present ANN results are consistent with 

other earlier findings, which yield an accuracy level of 96.92%. The ANN detects very complex 

relationships of the features and provides effective ways to apply accurate measures in the 

phishing detection process[5,6]. 

2.2 Phishing Detection using Recurrent Neural Networks (RNN) 

Recurrent Neural Networks (RNNs) has shown that it does particularly well with 

complex sequence-based tasks. This statement is equally true for the Long Short-Term Memory 

(LSTM) networks used as a subset of RNN. Thus, Long Short-Term Memory recurrent neural 

nets were applied to phishing detection and did quite well by looking at URL structure. The 

work has also been with Recurrent Neural Networks (RNN), resulting in an improved accuracy 

thus showing the capability of the LSTM model in learning sequential patterns in URL 

structure and domain information [7-9]. 

2.3 Phishing Detection using XGBoost 

Usage for classification tasks has been improvised on the part of XGBoost, which has 

made it highly efficient. The XGBoost was used for phishing website detection and, in this 

case, several URL features that utilized high accuracy have been listed ever since. Much of the 

literature has shown XGBoost outperforming many techniques in different uses. Of all the used 

classifiers in the comparison of this dataset, XGBoost is the one with the highest accuracy, 

bringing it ahead of ANN, RNN, and Random Forest. These results point out that XGBoost 

demonstrates the most effective performance with regard to handling the most complex 

interactions [10-12]. 
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2.4 Phishing Detection using Random Forest (RF) 

An ensemble method such as Random Forest (RF) is commonly utilized for 

classification tasks due to being quite robust and capable of handling large-feature sets. Many 

similar studies have identified the strength of RF. This study intended to analyse the 

performance of RF and compare it with XGBoost. The accuracy rate is not very far from that 

of XGBoost but still competitive, even for high-dimensional data, showing how durable the 

model can be in the field of prediction. 

 Proposed Work 

 An illustration of the methodology adopted in this study for detecting phishing 

websites using machine learning algorithms is shown in Figure 1.  

 

  

 

 

 

 

 

 

 

 

Figure 1. An Approach for Phishing Site Detection. 

3.1 Machine Learning Techniques 

3.1.1 Artificial Neural Networks (ANN)  

Artificial Neural Networks (ANN) are one branch of machine learning models that are 

inspired by the biological structure of the human brain. An ANN is composed of connected 
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layers of nodes (neurons), which react to incoming signals in a similar way to biological 

neurons. The most classic kind of ANN for classification tasks is the feedforward neural 

network in which information flows from input layer to one or more hidden layers culminating 

in the output layer. 

3.1.2 Recurrent Neural Networks (RNN) 

Recurrent Neural Networks (RNN) are neural network architectures specifically crafted 

for sequencing work. This contrasts with traditional feedforward neural networks, as it contains 

loops that allow information to be passed from one step to the next, thus lending them 

particularly well to time-series type data or data with sequential influences among elements. 

While simple RNNs limit themselves by problems like vanishing gradients, superior revisions 

have lately been proposed, like Long Short-Term Memory (LSTM) and Gated Recurrent Units 

(GRU). 

3.1.3 Extreme Gradient Boosting (XGBoost) 

Extreme Gradient Boosting (XGBoost) is a leading method in gradient boosting applied 

to ensemble learning. Known for its speed and accuracy, XGBoost stands out as the most used 

tool in many of the machine learning tasks. It builds an ensemble of decision trees, adding 

every new one on each iteration to fix the errors in the decisions of the previous trees. Every 

tree is trained and optimized to reduce the residual errors in the ensemble.  

3.1.4 Random Forest (RF)  

Random Forest (RF) is an ensemble learning methodology built on the concept of 

bagging (bootstrap aggregating). Random Forest trains many decision trees using a random 

subset of the data and someday combines output with the majority rule to make final predictions 

for classification. For regression, the output average of predictions from different decision trees 

is considered final. 

3.2 Data Collection  

This research employed a dataset known as the "Phishing Website Dataset"( 

https://www.kaggle.com/datasets/shashwatwork/web-page-phishing-detection-dataset) 

acquired from the Kaggle site. The dataset consists of 89 attributes that are based on random 

phishing and legitimate sites. It has a total of 11,430 entries and balanced classes, thus 
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supporting training and evaluating machine learning models. Key Features for Phishing 

Website Detection are 

 URL-based Features 

URL Length, Number of Dots in the URL, Number of Slashes in the URL, Number of 

Hyphens in the URL, Presence of Suspicious Keywords, Presence of HTTPS, Presence of IP 

Address in the URL. Features are directly obtained from the URL and might prove substantially 

useful in bringing about real understanding of site characteristics. 

 Domain Features 

Domain Name Length, Subdomain Count, Suspicious Domain. These features are 

extracted from the domain of the URL (the main part of the URL, excluding subdomains and 

TLD). 

 Other Content-based Features 

DNS Lookup, Domain Registration Length, URL Redirection, Target Variable (Label). 

3.3 Data Preprocessing 

Preparatory steps were undertaken to undertake rigorous and thorough preprocessing 

of data to ensure the best possible performance. This contained treating missing values by 

imputation with mean or median, or mode replacement, normalization, and standardization. 

The next step involved feature scaling and one-hot encoding of categorical variables. Duplicate 

values, outliers, and noise were also removed, and transformations such as log transformation 

were applied. Finally, feature selection and extraction complete the dataset refinement process. 

Data quality, bias reduction, accuracy enhancement in the model, and consistency improve 

performance derived from the model and results produced and make the training process 

efficient.  

3.4 Feature Extraction 

The system is implemented using the Phishing Website Detection dataset from Kaggle, 

employing lexical and content-based feature extraction techniques for URLs. Various Python 

libraries, including pandas, scikit-learn, and urlparse for extracting these features. This process 
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included the extraction of 39 new features known to be predictive of phishing attempts. These 

features are characteristic of URLs, such as: length of the URL, domain information, suspicious 

keywords, etc. 

3.5 Feature Selection 

Phishing detection relied on the following techniques: correlation matrices and 

recursive feature elimination. The models were then refined by removing features of low 

variance and those suffering from high multicollinearity as these were found to complicate the 

models without improving performance. 

3.5.1 Normalization 

Normalization was applied during data preprocessing before training the machine 

learning models. Normalizing the data would imply that it would scale the features in a uniform 

manner, thereby benefiting model outcomes, particularly those models requiring feature 

scaling. For example, networks sensitive to feature scale, which are extensively utilized, are 

ANN and RNN. The following techniques were made use of: 

A. Min-Max Scaling 

The goal is to bring all features within a common range, typically between 0 and 1. The 

purpose of this method is to modify the values in each variable by mean of minus the smallest 

value and then divide by range (maximum - minimum). 

B. Standardization 

Standardization (Z-score normalization) is another method used to normalize the 

features so that they have an average of 0 and a standard deviation of 1. It is very useful to the 

algorithms having the assumption that standardized features are normal from a distribution 

point of view. 

C. Handling Categorical Features 

In other words, the categorical features are "HTTPS presence," "Suspicious Domain," 

and "IP Address," which have been changed to a numerical value of 0 as HTTP and 1 as HTTPS 

for real-time binary feature presentation. 
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D. Feature Engineering 

Attributes have been created related to the URL, such as URL length, number of dots, 

and suspicious keys. These attributes were normalized using the min-max scale. 

3.6 Dataset Splitting  

The dataset was split into a training and test dataset using an 80-20 split in order to 

estimate model performance during the training. The training set consisted of 8,844 instances 

used to train the models while the testing set comprised 2,211 instances that were used for 

evaluation. This gave a perfect split for the performance metrics in terms of accuracy, precision, 

recall, and F1-score because they would be computed based on the test set. 

3.7 Model Training  

Four different machine learning algorithms, including ANN, RNN, XGboost, and 

Random Forest, were trained on this dataset from Kaggle for the detection of phishing websites. 

Through missing value handling, normalizing, and scaling features, the dataset was then pre-

processed and reduced to 80 percent of the final training data and evaluated with a random 

sample of 20 percent using various evaluation metrics, such as accuracy, precision, recall, and 

F1-score. Comparing performance across the models are illustrated in Table 1 and 2 helps to 

identify which model is the best in terms of phishing detection algorithms because it indicates 

both training and testing accuracy for each model. 

3.8 Model Selection  

Model Selection for phishing website detection will be optimally carried out through 

Confusion Matrix analysis for different algorithms to lead to the calculation of accuracy, 

precision, recall, and f1 score. The predictions are classified into four main categories by 

Confusion Matrix: True Positives (TP), which indicate identified phishing websites; False 

Positives (FP), which are legitimate websites flagged as phishing; False Negatives (FN), which 

are phishing websites misclassified as legitimate; and True Negatives (TN), showing correct 

identification of non-phishing websites. These categories are the basis for calculating 

performance metrics, which are shown in the Figure 2.  
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Figure 2. TP, FP, FN, TN Arrangement 

Phishing site detection accuracy is defined as the ratio of correctly identified instances 

to the total number of accurately predicted instances. This metric relates to overall model 

performance in distinguishing between safe and malicious websites. This can be evaluated 

using the formula shown below.   

                            𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  (𝑇𝑃 +  𝑇𝑁) / (𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 +  𝐹𝑁) 

Precision relates to the number of true positives predicted by the phishing website 

detection model and the total predictions made. It emphasizes the model's ability to reduce 

incidents of false positives, even when there is a case of a valid website being classified as 

phishing. Hence, a high precision score indicates that when such a website has been identified 

by the model as phishing, it is likely to be true positive; This can be evaluated using the formula 

shown below. 

                                                    𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
 

Recall is a measure of how well the model can discover the proportion of true phishing 

websites. This only means how successful the model is in detecting false negatives, which 

means phishing sites are classified as legitimate. This can be evaluated using the formula shown 

below. 

𝑅𝑒𝑐𝑎𝑙𝑙 =   
𝑇𝑃

𝑇𝑃 +  𝐹𝑁
 

The F1 Score is one of the most significant metrics for evaluating binary classification 

models, especially when classes are not balanced. It is obtained as the harmonic mean of 

precision (𝑇𝑃 / (𝑇𝑃 +  𝐹𝑃)) and recall (𝑇𝑃 / (𝑇𝑃 +  𝐹𝑁)). This metric, therefore, provides 

a balance in measuring performance. Therefore, the higher the F1 Score, the better the precision 

and recall of the system. Although keys have different meanings in terms of false positives and 

false negatives, they can be evaluated using the formula shown below 
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                                    𝐹1 𝑆𝑐𝑜𝑟𝑒 =  2 ∗  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
  

 Results and Discussion 

 Table 1, Tab1e 2 and Figure 3 provides a summary of the evaluation metrics for 

the respective algorithms:  

Table 1. Performance Metrics for Phishing Websites (Positive-1) 

Model Accuracy Precision Recall F1 Score 

ANN 96.92 0.98 0.95 0.96 

RNN 96.74 0.98 0.95 0.96 

XGBoost 97.06 0.98 0.95 0.97 

Random Forest 96.66 0.97 0.95 0.96 

     

                  Table 2. Performance Metrics for Phishing Websites (Negative-0) 

Model Accuracy Precision Recall F1 Score 

ANN 96.92 0.96 0.99 0.97 

RNN 96.74 0.96 0.98 0.97 

XGBoost 97.06 0.96 0.98 0.97 

Random Forest 96.66 0.96 0.98 0.97 

 

 

                                Figure 3. Performance Metrics Comparison 

Google Collab was used for implementing the machine learning models and the 

methods used in evaluating the performance of the proposed framework. The four tested 
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algorithms showed that XGBoost performed the best, with 97.06% accuracy as shown in Figure 

3. It has a precision of 0.98 and a considerably high recall of 0.95 for positive cases, while 

those for negative cases lead to a precision of 0.96 and, subsequently, a recall of about 0.98. 

The confusion matrix for XGBoost is shown in Figure 4.  

 

Figure 4. Confusion Matrix for XGBoost 

This ANN achieved an accuracy of 96.92%. The positive cases had a precision of 0.96 

and a recall of 0.99, while the negative cases had a precision of 0.98 and a recall of 0.95. The 

confusion matrix for ANN is shown in Figure 5.   

 

Figure 5. Confusion Matrix for ANN 

The RNN obtained an accuracy of 96.74% with a precision of 0.96 and a recall of 0.98 

for the positive cases, whereas the precision and recall scores obtained were 0.98 and 0.95 for 

negative cases, respectively. The confusion matrix for RNN is shown in Figure 6.   

 

Figure 6. Confusion Matrix for RNN 
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The Random Forest achieved an overall accuracy of 96.66% along with a precision of 

0.96 and recall of 0.98 for the positive class, while negative cases had precision of 0.97 and 

recall of 0.95. The confusion matrix for Random Forest is shown in Figure 7 

 

 

 

 

Figure 7. Confusion matrix for Random Forest 

4.1 Model Execution 

The following Figures, 8, 9, and 10, provide results for the model execution. The results 

appear accurate, and while the metrics indicate good performance, ensure the dataset is 

balanced during training and testing. 

 

Figure 8. Performance of XGBoost 

 

Figure 9. Performance of ANN 
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Figure 10. Performance of Random Forest 

 Conclusion 

This study on comparative analysis justifies the validity of machine learning algorithms 

in detecting phishing websites. The result reveals that the method produces an achieved 

accuracy of 97.06%, which is a greater accuracy than any other method, using Extreme 

Gradient Boosting (XGBoost). Artificial Neural Network (ANN), Recurrent Neural Network 

(RNN), and Random Forest all performed impressively, yielding accuracies of 96.92%, 

96.74%, and 96.66%, respectively. These results will help build a stronger phishing detection 

system, increasing the online safety of sensitive information.  The current research delves into 

the powerful potential of machine learning for phishing detection, focusing on innovative 

approaches. The future aspects involves developing browser extensions capable of real-time 

phishing site detection, which can alert users before they unknowingly share sensitive 

information. Another area of investigation explores multimodal phishing detection methods 

that combine text, image, and behavioral features to enhance accuracy and reliability in 

identifying phishing attempts. 
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