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Abstract- Performing dimensionality reduction in the camera captured images without any loss 

is remaining as a big challenge in image processing domain. Generally, camera surveillance 

system is consuming more volume to store video files in the memory. The normally used video 

stream will not be sufficient for all the sectors. The abnormal conditions should be analyzed 

carefully for identifying any crime or mistakes in any type of industries, companies, shops, etc. 

In order to make it comfortable to analyze the video surveillance within a short time period, the 

storage of abnormal conditions of the video pictures plays a very significant role. Searching 

unusual events in a day can be incorporated into the existing model, which will be considered as 

a supreme benefit of the proposed model. The massive video stream is compressed in 

preprocessing the proposed learning method is the key of our proposed algorithm. The proposed 

efficient deep learning framework is based on intelligent anomaly detection in video surveillance 

in a continuous manner and it is used to reduce the time complexity. The dimensionality 

reduction of the video captured images has been done by preprocessing the learning process. The 

proposed pre-trained model is used to reduce the dimension of the extracted image features in a 

sequence of video frames that remain as the valuable and anomalous events in the frame. The 

selection of special features from each frame of the video and background subtraction process 

can reduce the dimension in the framework. The proposed method is a combination of CNN and 

SVM architecture for the detection of abnormal conditions at video surveillance with the help of 

an image classification procedure. This research article  compares various methods such as 
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background subtraction (BS), temporal feature extraction (TFE), and single classifier 

classification methods.    

Keywords: Deep learning, video surveillance 

 

1.  INTRODUCTION 

Recently, video surveillance is automated to reduce the manual labor workload. This 

automation analysis is increasing day by day for event activity tracking and recognition. The 

activity tracking and recognition are very challenging, when the person is moving from one 

window of the camera to another [1]. The automated system is very essential in public areas with 

less manpower. The detection of abnormal events from the public sector is a challenging task 

with high accuracy [2]. This video surveillance is developed to detect the following abnormal 

conditions, such as fighting, robbery, accident, chain snatching etc. A huge amount of cameras 

are deployed worldwide to ensure the public safety [3]. These cameras are struggling to store all 

the video stream data including the unnecessary data in their memory. Henceforth, there is a 

need to incorporate automatic monitoring techniques along with the existing system [4].  Due to 

the limited performance of many monitoring techniques, classification techniques are very 

essential in the video surveillance problem recently. Figure 1 shows an example of an image 

frame obtained from the video.    

 

Figure 1 Example of single frame of Video Surveillance 
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An efficient automatic computer vision is required to classify the normal and abnormal 

conditions in the video frame without requiring any manual effort [5]. This automatic method is 

used to reduce the manual power and monitor public safety. The anomalous activities occur with 

a variety of normal designs [6]. The visual information is extracted to classify and make a 

difference between the normal and abnormal events. Violence detection and road accident 

detection are the real-time complication processes involved in the scenarios [7]. 

The activity recognition from frames of any videos should be more accurate even though 

there is a sparse in the frame due to the variation of environment [8]. The algorithm should 

preprocess and clean the images obtained from the noise sector to find a very clear picture. 

Sometimes, these variations in the background are unpredictable for many reasons such as rainy, 

foggy, lighting, occlusion etc. [9]. This variation can be measured with the same action class of 

different viewpoints. The many action classes have included the transformation of same frames 

based on the same viewpoints and intra class variation [10]. But the lighting or foggy conditions 

are sensed by sensors and the variation can be determined with the same action. The scaling 

function and variation in the video cannot be transformed often. In addition to that, the identical 

problem in the class can be classified by using the appropriate methods [11]. 

2.  ORGANIZATION OF THE RESEARCH 

This research article is organized as follows; section 3 provides a literature review of the 

paper, section 4 delivers the explanation of the methodology, section 5 investigates the 

experimental results, which is further followed by the future task and conclusion in section 6. 

3.  PRELIMINARIES 

A lot of differences are observed between the motion-based approach and shape-based 

approach based on the computation time. The computation time remains very lesser in the 

motion-based approaches [1]. In more noisy video streams, the tracking of pictures is considered 

as a very challenging task. To overcome this problem, many methods are developed for 

performing effective computations. The computation efficiency is improved by using  many 

methods such as spatial-temporal and volume-based methods [11]. Wang et al measure the 

crowd population by utilizing the point-based feature extraction method. The projection is based 
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on interest points and a histogram of the oriented gradient. These approaches are discussed with 

the meeting of dense set interest points [12]. This temporal dimension is very expensive to 

compute.     

The authors have described the interest point detector for performing motion prediction. 

They used trajectory-based trackers to detect the motions [10]. The shape-based motion detection 

is determined by using the extracted features. This procedure can be done by any classification 

method. Dollar et al investigated the temporal Gabor filter approach with spatial Gaussian filter 

for motion detection and recognition. Higher recognition accuracy can be achieved even for a 

sparse set of points [13]. The feature extraction is very important to reduce the dimension of 

every video frame. The appropriate method like spatial-temporal method is used to extract the 

features for processing the minimum element of images [12]. Weinland et al have introduced the 

feature extraction method to extract the features from every frame of video by using motion 

history volume. This technique detects the features with more sparse and moderate accuracy 

[14].       

Mehran et al examined the social force model, which is used to detect the anomalous 

events in the road [15]. Kim et al describe Markov random field will detect the local activities 

from their camera and further categorizes the anomalies activities [16]. Li et al have introduced 

the detector for identifying anomaly activities in the crowd by using a mixture of dynamic 

texture models. This method has surveyed well in sparse reconstruction obtained from the 

camera with outliers in pattern modeling [17]. Cong et al investigated a sparse reconstruction 

procedure with many abnormal conditions in the view sectors, which contains the sequence of 

patch images with spatiotemporal features obtained from camera surveillance. These extracted 

features are spotted and analyzed the comprehensive abnormal incidences [18]. The supervised 

model approach can be used for the whole dynamic coded program for finding the difference of 

normal and abnormalities present in the video sequence. This approach learns to detect the 

abnormal conditions from the surveillance [19]. Lu et al investigated a sparse combination 

learning model for performing efficient analysis with cloud server [20].             

Nowadays, deep learning approach is very popular in recognizing the abnormal and 

normal activities. The convolutional neural network (CNN) is used for successfully performing 
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image classification in any research article. The image base CNN method classifies the action of 

any human or animal. This CNN algorithm requires a huge amount of samples for training and 

testing. Since the camera clarity is very high; training the CNN model will consume more time 

[21]. The deep learning architecture is used for image classification with more effectiveness 

[22][23]. Support vector machine is combined with the CNN model for performing image 

classification in order to recognize the images with abnormal or normal conditions. The feature 

extraction and recognition are very good in this combination other than many other combinations 

[24]. Besides, this procedure attains a good accuracy after classifiers train them. Despite the 

hype, this procedure suffers from the longer duration taken for training the datasets. It consumes 

more time to train and test because of its high dimension. The proposed method has combined 

the methodology of various deep learning architectures to reduce the timing of training by 

mitigating the dimension of the images without any loss.  This research work aims to propose a 

novel method to detect the abnormalities for any group or individual activities that are isolated 

by using the supervised learning method.      

  

      4.  METHODOLOGIES 

4.1 Background Subtraction Method 

Gaussian mixture procedure is used to subtract the background from each frame of the 

video. The pixel of every mount is framed by using a Gaussian distribution mixture (GDM) [25]. 

The probability of the pixels is written as, 

𝑃(𝑥𝑘) = ∑ 𝑤𝑖𝜂(𝑥𝑘: 𝜃𝑖)

𝑁

𝑖=1

 

Normal distribution of nth factors are represented by,  

𝜂 (𝑥; 𝜇𝑛, ∑
𝑛

) =  
1

(2𝜋)
𝐷
2 |∑𝑛|

1
2

℮−
1
2(𝑥 − 𝜇𝑛)𝑇 ∑(𝑥 − 𝜇𝑛)

−1

𝑛

 

 

Where, T is minimum fraction, 𝜇𝑛 is mean ∑𝑛 is covariance of the nth components.  
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The minimum prior model probability in the frame is subtracted from the background and 

it is performed by setting the pixel value in every normal distribution. The Gaussian distribution 

is updated and computed for marking the foreground pixels in the images and it also removes the 

unwanted information [26]. Figure 2 shows the overall workflow of the proposed work. 

 

Figure 2 Our proposed framework output 

 

4.2 Spatial feature extraction Approach 

The raw input data can be extracted by using a single classifier CNN in order to 

recognize the image activities/events. This network is used to extract the features from the 

images in order to recognize the human activities [27]. The networks are constructed with 16 

layers along with some static pooling layer, which is shown in figure 4. This depth of the 

network layer is playing an important role in recognizing the activities but this addition of the 

layer should be significant. Extra layers will lead to inaccuracy and consume more computation 

time, which means that it will increase the system complexities [28] [29]. 

4.3 Proposed frame work 

The proposed framework consists of pre-processing and classification sections. The 

background subtraction method can be incorporated with fused classification frameworks. Figure 

3 shows the proposed overall hybrid framework for training and classification arrangement. 
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Figure 3 Hybrid Framework of our proposed system 

 

The proposed method has fused two algorithms such as CNN and SVM for training and 

classification purposes respectively. The output of the proposed hybrid framework contains a 

softmax activation function to enable the prediction in the output results [30]. Here, it has been 

integrated with linear SVM classifier to recognize the normal human activities. The SVM 

includes the state-of-the-art linear classifier techniques in the balanced classes. The proposed 

algorithm has compressed the dimensional reduction in the sample dataset. This reduction is 

possible by subtracting the background of each frame present in the model [31]. This 

combination is providing more dimension reduction in the pictures, which in turn makes the 

system easier. The feature extraction is computed by using CNN and it is trained for performing 

accurate classification by using the SVM model. 

To classify the activities with a small number of videos are required from the video 

surveillance. The changes in the video can be classified by the proposed algorithm, which 

provides good accuracy to predict the correct condition of the human. Here, the supervised 

learning principle is used for performing feature extraction [32][33][34].    
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Figure 4 Internal Convolution and pooling structure of framework 

 

The proposed architecture removes the unwanted visual features from the video frames. 

Then, the BS method is applied to reduce the dimension of the pixels, which will be further sent 

to feature extraction processing [35]. This feature extraction is computed by using CNN and later 

it is passed on to many hidden layers, which are shown in figure 4 along with the trained 

samples. Finally, linear SVM model classifies the results very accurately, when compared to the 

other existing methods. These normal and abnormal conditions can be predicted by using the 

final classifier along with an activation function. The proposed method is a combination of TBS, 

CNN, and SVM integrated with a softmax activation function. 

 

5.  RESULTS & DISCUSSION 

Here, this research work utilizes a multi-sensor dataset named PETS, which is available 

in the arena dataset. In figure 5, the analysis has been performed by using deep learning method 

in order to predict whether the person is falling or standing. The BS method alone provides a 

wrong prediction output, which is later labelled. The task is predicted from all the frames of the 

abnormal activities detected in the sequences. The cross-validation is done by splitting the 

training and testing the datasets with 80% and 20% respectively [36]. Further, the proposed 

hybrid of TBS, CNN, and SVM is explained and examined here. Besides, testing is captured in 

https://doi.org/10.36548/jscp.2021.2.001


Journal of Soft Computing Paradigm (JSCP) (2021)  

Vol.03/ No.02 

Pages: 55-69 

http://irojournals.com/jscp/ 

DOI: https://doi.org/10.36548/jscp.2021.2.001 

 

 

63 

ISSN: 2582-2640 (online) 

Submitted:6.03.2021 

Revised: 30.03.2021 

Accepted: 21.04.2021 

Published: 10.05.2021 
 

 

each folder wise. The condition can be categorized by various methods to measure the 

performance of the framework. Every caption on each data can be tested with various processes 

and it is noted. Figure 6 shows the experimental setup of the layer for training and classification 

procedure. 

 

 

Figure 5 Experimental Results of Feature Extraction by Proposed Hybrid Model 

 

The obtained results are tabulated accuracy-wise and ample iteration conducted for 

finding the efficiency of the proposed hybrid framework.  This research work has used a pre-

trained database for the main process to improve the accuracy of identifying the normal or 

abnormal condition.  The classification can be done by using SVM with more accurate results, 

when compared to the existing procedure.  Table 1 shows the performance measures of various 

methods. Dimension reduction is taking place in the proposed algorithm, which is notified in the 

table. The proposed framework is performing dimension reduction due to the combination of 

background subtraction with selective features from the frame of video. Therefore, the dimension 

can be reduced in this proposed framework.  
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Figure 6 Experimental Setup of Classification Procedure    

 

 

Table 1 Performance Measures with Existing Systems 

S. 

No. 
Methods 

Classification 

Procedure 

Real time 

Conditions 

Results Category 

Accuracy Efficiency DR 20 

iteration 

Above 50 

iteration 

1 BS - 

Manual 

observation 

needed 

Normal Normal 62% 70% 
 

No 

2 CNN Done Not Identified Normal Normal 69% 80% 

 

No 

 

3 SVM Done 
Partially 

Identified 
Normal Abnormal 72% 82% No 

4 
Hybrid 

Proposed 
Done True Identified Abnormal Abnormal 90% 96% Yes 

 

The hybrid proposed method has proved to be very robust at many iteration conditions 

even to decrease the number of training datasets for classification. It is incorporated with the 

softmax activation function. The proposed method superiority performance is shown as a graph 

in figure 7. 
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Figure 7 Performance Comparison of Proposed Framework with Existing Model 

 

6.  CONCLUSION 

Thus, the proposed research article has examined several methods to classify the 

conditions of the video frame. The pre-processed CNN+SVM architecture provides a good 

accuracy with higher efficiency and less loss than other combination and single classifiers. This 

pre-processing is deployed for performing dimension reduction.  CNN architecture remains as a 

very effective model to train a large number of samples with more accuracy. Besides, SVM is a 

very accurate classification under normal or abnormal conditions. The classifying features are 

mostly containing the spatial reliance in the video frames with a more temporal element. The 

softmax is used as an activation function in the structure of the SVM model. The proposed 

research work has examined this fused architecture for limited condition activities. In the future, 

this research work will extend to collective abnormal activities for our classification. Besides, 

many motion features are added for incorporating the strong pictorial features into the frame to 

increase the accuracy level in alliteration. This is one of the drawbacks of the current proposed 

framework. 
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