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Abstract: One of the most common applications of deep learning algorithms is sentiment 

analysis. This study delivers a better performing and efficient automated feature extraction 

technique when compared to previous approaches. Traditional methodologies like surface 

approach will use the complicated manual feature extraction process, which forms the 

fundamental aspect of feature driven advancements. These methodologies serve as a strong 

baseline to determine the predictability of the features, and it will also serve as the perfect 

platform for integrating the deep learning techniques. The proposed research work has 

introduced a deep learning technique, which can be incorporated with feature-extraction. 

Moreover, this research work includes three crucial parts. The first step is the development of 

sentiment classifiers with deep learning, which can be used as the baseline for comparing the 

performance. This is followed by the use of ensemble techniques and information merger to 

obtain the final set of sources. As the third step, a combination of ensembles is introduced to 

categorize various models along with the proposed model. Finally experimental analysis is 

carried out and the performance is recorded to determine the best model with respect to the 

deep learning baseline.   

Keywords: Machine Learning, Sentiment analysis, deep learning, ensemble, performance 

1. Introduction 

  The development of user generated content in social networks and websites like Trip 

advisor, Amazon, Facebook, Twitter and Instagram have resulted in making social networks 
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the ultimate platform to express opinions about events, products, services, etc. [1]. This 

ability, when integrated with the quick spreading nature of online content has increased the 

value of the opinions posted. To analyze this large amount of data, a number of natural 

language processing tasks are currently in use. Sentiment analysis is one of the key analyses 

that is currently used with the aim of classifying sentiments and opinions generated by human 

beings and in text. Machine learning techniques are predominantly used in sentiment analysis 

[2]. In the beginning, the Bag of Words (BoW) model was adapted which maps a particular 

feature vector with a document and then segments using machine learning techniques. This 

methodology was greatly appreciated for its efficiency and simple nature. However, the 

drawback with this method is that the original natural language is lost, synthetic structures are 

broken and word order is destroyed. Due to this, a number of unique methods like higher 

order n-grams were introduced [3-6].  

 As observed by the authors in [7] part of speech tagging is a type of methodology that is 

used in the syntactic analysis process. This is also called as surface forms since they are used 

in tactical [8] and lexical information [9] which depends on the text pattern [10-14] instead of 

its semantic aspect. Information on sentiment gathered is also used for analysis. This includes 

addition of word polarity with features described previously. This information gathered [15] 

is generally in the form of sentiment lexicons. This methodology has a number of advantages 

[16]. Consideration of negotiations and intensifiers along with sentiment valence shifting is 

taken into account in linguistic content. Moreover depending on the characteristics it is 

possible to differentiate the sentiment orientation of lexical entities. However, the number of 

drawbacks faced by lexicon based approaches is many such as requirement of a reliable [17] 

and consistent lexicon along with a range of options for opinion words with respect to 

languages contexts and domains [18-20]. This leads to difficulty in maintaining the 

independent lexicons. In a typical machine learning-driven methodology, selecting a 

classification algorithm determining the relevant features and extracting features from text 

are some of the fundamental questions that are addressed. In the beginning, manual feature 

engineering was used which proved to be time consuming. An alternative to this approach is 

deep learning techniques. 

This methodology has shown positive performance in a number of Natural Language 

Processing (NLP) algorithms [21]. The most important concept involved in deep learning is 
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the use of deep neutral network to train the nodes for extracting complex features from the 

available information with limited contribution. These algorithms adapt easily and do not 

require manual input giving them the ability to learn new complex features automatically. 

However, the drawback with using deep learning approaches is that they require a vast 

collection of data for high efficiency output. In comparison to the other traditional machine 

learning approaches this techniques will give crucial importance to availability of resources 

and automatic feature extraction [22]. However there is no clarity in the capability of deep 

learning-based models and traditional methodologies when viewed with respect to 

specialization and generalization capacity. Hence, in this proposed work, we have used a 

combination of the two methodologies with the help of many ensemble models with 

emphasis on the different features required for sentiment analysis. To be more specific we 

have taken into consideration an ensemble of features and ensemble of classifiers [23]. Here, 

various features are combined to a servant in sentiment classified as and every feature 

combination is done at the feature level. In order to test the proposed system in real time we 

have used 6 public test data from two categories namely Twitter and Spicinemas.  

 Study of the result analysis obtained on incorporating the deep learning methodology [24] 

is also analyzed and tabulated. The complexity involved in the proposed work is also 

presented and the previous approaches contributed by various researchers over the years have 

also been reviewed and analyzed to determine the best. 

The highlights of this proposal are as follows: 

1. Performance analysis of surface and deep ensembles. 

2. Benefits of deep learning approaches when compared with surface approaches. 

3. Characterization of existing methodologies in sentiment analysis with respect to ensemble 

of traditional [25] and deep learning methodologies. 

 The rest of the paper is organized such that, Section 2 describes the proposed methodology 

and its implementation in an experimental design setup.  Section 3 shows a detailed 

discussion on various methodologies, their performance and draws a comparison on its 

results. Section 4 concludes the work and outlines the possible future scope.  
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 2. Methodology  

2.1 Dataset 

A total of six data sets are used in this methodology to analyze the data. In particular concern, 

three data sets will together form a total of 43 tweets. These tweets comprises of 728 words 

along with a vocabulary of 12 words each. Following that, the tweets are processed in order 

to teach the algorithm to perform well. As a result, during pre-processing, some of the 

characters are changed or deleted. This might involve the removal of emoticons, special 

characters, and case conversions.   

2.2 Word Embedding  

Word embedding is used such as GloVe and Word2Vec. GloVe is implemented along with 

pre-trained word vectors. It uses 25 dimensional vectors which have been formulated based 

on 3 billion tweets. This helps develop a large training data set from the available contact. 

The Word2Vec methodology also uses similar 25 dimensional word vectors. In this type of 

word embedding words that are less often used are removed automatically. It uses the 

calculation known as skip length which defines the least number of times a word has to be 

used before it gets discarded. The following equation is used to normalize the work vector: 

𝑛𝑖
′ =

𝑛𝑖−𝑛𝑚𝑖𝑛

𝑛𝑚𝑎𝑥−𝑛𝑚𝑖𝑛
      (1) 

Here 𝑛𝑚𝑎𝑥 and 𝑛𝑚𝑖𝑛 are the maximum and minimum value of the vector while represents the 

normalized i-value 
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2.3 Ensemble of Features N-Model 

 

Fig.1. Ensemble Model with combination of the different features 

The NSG model combines a number of features in order to create a new set of features based 

on the individual information obtained from the features. The learning methodology that 

works on unified collection of data will be able to perform a better in comparison with that 

one that works by using a single feature. This is one manner of differentiating the two types 

of feature analysis. When both deep learning and surface features are combined and used, 

they belong to the first category as an ensemble of features. This model is commonly referred 

to as the surface model and can be represented as NS. On the other hand, if the method uses 

only deep learning techniques then they are known as NG model or deep learning model. Here 

both effect words as well as generic words NG are combined as shown in Figure 2 and Figure 

3. The resultant vector from training pre-trained collection of vectors is known as affect 

vector NA. A combination of all the three features together is known as NSGA model. 
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Fig.2. Ensemble Model with Surface vector 

 

 

Fig.3. Ensemble Model with Generic and Surface vector 

3. Results and Discussion 

To evaluate the performance of this work, real datasets are used and applied to record the 

performance and further compare it with other methodologies. Six different datasets are used 
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for Sentiment analysis and the parameters measured are Recall, precision, accuracy and FI-

score. The experiments indicated are as shown below:  

3.1 Statistical Analysis 

In order to analyze the various methodologies that are proposed in this work, based on 

experimental analysis, a statistical calculation is required with the help of post-hoc test and 

Friedman test. When many data sets are used, these tests enable a proper channel of 

comparison. According to the post hoc test, the F-distribution can be expressed as shown 

below: 

𝐹𝐹 =
(𝑁 − 1)𝛾𝐹

2

𝑁(𝑘 − 1) − 𝛾𝐹
2 

where the degree of freedom is (k-1)(N-1).  On the other hand Friedman’s test uses the rank 

of an algorithm to determine the states of existence with respect to null-hypothesis such that: 

𝛾𝐹
2 =

12𝑁

𝑘(𝑘𝑘 + 1)
(∑𝑅𝑖

2

𝑖

−
𝑘(𝑘 + 1)

4
)2 

where the degree of freedom is k-1. When a tie occurs, the issue is solved using a proper 

mechanism of average rank calculation.  

3.2 Performance of Base Classifiers 

Based on the F-Score values recorded in Table 1, it is observed that TextBlob was able to 

attain a higher performance when compared with the other classifiers. Moreover, higher 

performance is observed in the pattern.en. Similarly, the classifier that shows minimal 

performance is Sent140. The performance of the base classifiers are highly influence by the 

nature of the domain.  
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Table 1. F-Score of Base Classifiers 

Dataset TB Pattern.en WSD Sent140 

1 83 83 77 79 

2 70 72 74 61 

3 86 86 75 79 

4 67 81 72 74 

5 74 74 88 71 

6 71 69 80 70 

3.3 Computational Complexity 

The biggest drawback in the ensemble approach is the cost at which the resources are 

available. In order to fully understand the performance of the proposed model, a study on the 

computational cost is also included. As the actual cost of the text cannot be determined, we 

have used the training model in order to determine the cost of the system. The table below 

summarizes the computational costs that are associated with the proposed work.  

Table 2. Computational Complexity of Word Embeddings 

Word Embeddings Approach IMDB Sentiment140 

Word2vec Compute Model 98.5 s 110 s 

 Train Model 82 s 154 s 

GloVe Compute Model 2h 6.5 h 

 Train Model 7 s 9 s 

SSWE Compute Model 27 d - 

 Train Model 180 s 89 s 

 

Table 3. Computational Complexity in N-Models with Training Time 

Model IMDB Sentiment140 

NG 1 s 13 s 

NA 1 s 14 s 

NS 38 s 13 s 

NSGA 39 s 980 s 

Table 3 shows an analysis of various sets of features that show the time taken for training in 

two different environments. Here, it is observed that, NSGA requires higher time of about 980 
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s in order to train the data sets. Similarly, in a meta-data learning environment, the time 

required to process data will be 1.5 s, which shows no noticeable change between the training 

data.  

4. Conclusion  

This paper presents a number of models that use a combination of automatic extraction and 

handcrafted separation of features along with a group of analyses it had trained accordingly. 

Moreover, a deep learning methodology is proposed to evaluate the performance of the 

combined work. A total of six data sets are being used with respect to two social websites of 

different domains. Statistical analysis is performed to determine the information combined 

through different analyses and features that are sufficient to outperform the performance of 

sentiment classification. The proposed work addresses the basic framework required to 

characterize the already available sentiment analysis based on the traditional research 

methodologies with respect to deep learning techniques. Analysis also indicates that, the 

proposed work shows significant improvement over the already existing techniques in terms 

of performance. This shows the ensemble of data obtained from different sources like affect 

word vectors, generic and surface features, which will result in a positive improvement with 

sentiment analysis tasks. Finally, this research work will also conclude on the test 

methodology that can be used to enhance the performance of deep sentiment analysis. As a 

possible future scope, this methodology can also be incorporated evenly in other languages. 

Research is underway to incorporate the proposed work with respect to emotion analysis. 
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