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Abstract 

Parkinson Disorder (PD) is a neurological disorder which is by nature progressive and 

degenerative. Dysphonia, a voice-based disorder is the most vital symptom exhibited by the 

90% PD patients. PD has no cure and has no unique test. The delay in progression of PD can 

be made by the early diagnosis of the disease. The early diagnosis system can be made more 

accurate and effective by the incorporation of Artificial Intelligence (AI) technique. AI has a 

widespread application ranging from enterprise systems to small scale system. The proposed 

system aims to develop an AI based early diagnosis system based on voice features modality. 

The proposed system presents a Homogenous Decision Tree Regressor Ensemble model which 

predicts the Unified Parkinson Disorder Rating Score based on voice features. The proposed 

model is compared with the existing Decision Tree Regressor model. The suggested model is 

developed and tested with 42 PD patients voice features dataset. The evaluation metrics used 

are Mean Absolute Error, Mean Squared Error, and Co-efficient of Determination (R-Squared). 

It is evident from the results that the proposed model produces less error compared to the 

existing model. 

Keywords: Parkinson Disorder (PD), Artificial Intelligence (AI), Homogenous Regressor 

Models 

 

 

 

  

 



                                                                                                                                                                                                                      Anisha.C. D, N. Arulanand 

Journal of Soft Computing Paradigm, March 2023, Volume 5, Issue 1  61 

 Introduction 

Parkinson Disorder (PD) affects the region of Substania Nigra which is located in the 

mid-brain. Dysphonia, a speech-based disorder is exhibited by approximately 90% PD patients. 

There is no unique test pertaining to the diagnosis of PD [1]. The delay in progression of PD 

can be achieved by an early diagnosis of PD. The incorporation of Artificial Intelligence (AI) 

in PD early diagnosis system elevates the performance of diagnosis and eliminates the 

misdiagnosis. Machine Learning (ML), a branch of AI, is widely employed nowadays in 

disease diagnosis. 

Ensemble Regressors, a type of ML model is more effective than Single Regressors. 

Ensemble Classifiers are of two types: Homogenous Regressor and Heterogenous Regressor 

models. The most prominent Homogenous Regressor models are Adaptive Boosting 

(AdaBoost) Regressor, Extreme Gradient Boosting (XgBoost) Regressor and Random Forest 

Regressor [2,3].  Adaboost is a sequential process based regressor and XgBoost is a parallel 

process based regressor. 

The organization of the paper is as follows: section 2 presents the related works wherein 

the methods used in PD diagnosis are discussed, section 3 presents the methodologies wherein 

the workflow is explained and the working principle of the proposed model is presented, 

section 4 presents the result analysis and discussion which focuses on the presentation of the 

results with the comparison, and finally section 5 summarizes the conclusion. 

 Related Works 

Santhi.B et al. [4] presented a comparative study of four regression techniques namely 

LASSO Regression, Ridge Regression, Robust Regression and Multi Linear Regression for the 

estimation of the Unified Parkinson Disorder Rating Score (UPDRS) which aids in effective 

diagnosis of PD. Elmehdi BENMALEK [5] contributed an analysis which focuses on mapping 

the extracted voice features to UPDRS using least-squares regression technique and using 

Neural Network (NN) method. The research [6] presented the analysis of the various ML 

algorithms based on the acoustics dataset. The various ML algorithms used are Linear 

Regression, XgBoost, Random Forest, Support Vector Machine (SVM) and K-Nearest 

Neighbor (KNN). 

Yunfeng Wu et al. [7], exhibited a voice analysis based on Inter Class Probability Risk 

method integrated with the classifiers namely Bagging ensemble classifier, Generalized 
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Logistic Regression Analysis. and SVM. In [8], a telemonitoring system for PD based on 

dysphonia symptom using the ensemble-based ML technique was proposed. The ensemble 

consists of Multinomial Logistic Regression Classifier wherein the projection filter Haar 

Wavelets has been integrated. The advantage of the system is that it presented a cost- effective 

telemonitoring system for PD. 

The key highlights from the literature survey is that voice features analysis is effective 

for the early diagnosis of PD, and ML approaches provide good results compared to other 

traditional approaches.     

 Research Methodologies  

Figure 1 presents the workflow of the proposed system. The workflow of the proposed 

system is described as follows, the dataset retrieval is the first process which is followed by 

splitting of training and testing sets. The train set and test set are used as inputs for model 

training and model testing process respectively. The two implemented models are the proposed 

models which is Homogenous Decision Tree Regressor Ensemble Machine Learning Model 

and the existing model which is the Decision Tree Regressor. The trained set along with the 

trained model is the input for the model evaluation and testing process. The evaluation metrics 

used for the model evaluation are Mean Absolute Error (MAE), Mean Squared Error (MSE) 

and Co-efficient of Determination (R Squared) Error. 

            

Figure 1. Workflow of the Proposed System 

3.1 Dataset Description 
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 The dataset has been retrieved from University of California (UCI) repository 

[9,10]. Table 1 presents the description about the data. 

Table 1. Dataset Description 

Number of PD Subjects 42 

Number of Samples 5,875 (200/Patients) 

Number of Features 16 – Voice Features 

3- Subject Information 

Time Duration 

Number of Predictor 

Attributes 

2 (Total UPDRS, 

Motor UPDRS) 

 

3.2 Training and Testing Set Split 

The training and testing set is split in the standard ratio of 80:20. The 80% of data is 

considered for training set which consists of around 4,700 instances and 20% of data is 

considered for testing set which consists of around 1,175 instances. The independent variables 

considered for prediction are the voice features which is around 16 in number. The predictor 

variable for the proposed system is total UPDRS. 

 3.3 Model Training 

• Homogenous Decision Tree Regressor Ensemble Model (Proposed Model) 

The proposed model is homogenous in nature since the models in the ensemble are of 

the same type. The models in the Homogenous Ensemble are known as the base estimators. 

The Homogenous Ensemble Model considered in this proposed system is AdaBoost Regressor. 

The base estimator for the AdaBoost Regressor Ensemble Model is Decision Tree Regressor. 

o Hyperparameter Initialization 

The hyperparameter is the most prominent parameter which is essential to boost the 

performance of the model. The hyperparameters and the corresponding value chosen for the 

AdaBoost Regressor are presented in table 2. 

Table 2. Hyperparameters Values 
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n_estimators 16 

Learning_Rate 1 (default Value) 

 The values of hyperparameters are chosen based on a basic formulation. 

The value of n_estimators =16 is provided by the following formulation: 

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐵𝑎𝑠𝑒 𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑜𝑟𝑠 = 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑉𝑜𝑖𝑐𝑒 𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑠 

o Fitting the Regressor Model 

Figure 2 presents the working principle of the proposed Adaboost Regressor 

model. The main objective of the training process of the Adaboost Regressor model 

is to transform a weak regressor into a strong regressor. The training process starts 

as iteration 1 with the original training dataset and the decision tree regressor 1, as 

part of the training process. The predictions are made and the performance of the 

trained decision regressor model 1 is evaluated wherein the errors (e1) and weights 

(w1) are computed. The errors (e1) and weights (w1) are the inputs to form the 

weighted training dataset for the iteration 2 and the same process is repeated for all 

the iterations. The number of decision tree regressor to be formed is decided based 

on the number of estimators specified in the hyperparameter initialization.  

 

          Figure 2. Working Principle of the Proposed AdaBoost Regressor Model 

• Decision Tree Regressor (Existing Model) 
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Decision Tree Regressor performs splitting based on the Mean Squared Error 

criteria. The decision tree consists of nodes and branches. Decision Tree Regressor 

model repeatedly is involved in partitioning the data and the graphical representation 

of the data partitioning is termed as decision tree [11,12]. The various nodes present in 

the decision tree are root node, terminal node and decision node. The terminal nodes 

are known as leaves. 

3.4 Model Testing and Evaluation 

The model is tested and evaluated using the following evaluation metrics: 

• Mean Squared Error  

MSE is the average squared error value. 

• Mean Absolute Error  

MAE is the measurement of the absolute average difference between the actual 

and predicted values in the dataset. 

• Co-efficient of Determination (R-Squared) 

This metric highlights the variance factor. It is a representation of proportion 

variance of dependent variables with respect to the independent variables. 

 Result Analysis and Discussion 

Figure 3 presents the evaluation graph which clearly provides the comparative analysis 

between the Decision Tree Regressor (existing system) and Tuned AdaBoost Regressor 

(proposed system) based on the three-evaluation metrics namely MAE, MSE and R-Square. 

The library used for implementation of evaluation module is scikit [13,14,15], which is a 

python-based library package.  

Insights from the results:  

i. It is evident from the results that Tuned AdaBoost Regressor (proposed system) 

provided less error compared to Decision Tree Regressor (existing system). 

ii. Mean Absolute Error value of the proposed system is 6.499 and of the existing 

system is 8.632.  

iii. Mean Squared Error value of the proposed system is 80.816 and of the existing 

system is 147.156. 
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iv. Co-efficient of Determination (R-Squared) of the proposed system is 1 and of 

the existing system is 1. This value 1 indicates that the dependent variable (total 

UPDRS) can be predicted accurately with 100% assurance from the 

independent variables (voice features). 

 

 

                                               Figure 3. Evaluation Graph 

  Conclusion 

Parkinson Disorder (PD) is characterized by the degeneration of nerve cells present in 

the Substania Nigra region of the mid brain. The main problem present in PD is that, there is 

no cure and no specific tests. The solution to this problem is to develop an early diagnosis 

system with the incorporation of Artificial Intelligence (AI) technique. The proposed system 

presents a Machine Learning (ML) model named as “Homogenous Decision Tree Regressor 

Ensemble Model”. The proposed model is compared with the Decision Tree Regressor 

(existing model). The Mean Absolute Value obtained by the proposed system is 6.499 and by 

the existing system is 8.632. The Mean Squared Error obtained by the proposed system is 

80.816 and by the existing system is 147.156. The R Squared value obtained by the proposed 

system is 1 and by the existing system is 1. From the results, it is evident that the proposed 

system produces less error compared to the existing system. The advantage of the proposed 

system model is that it is more accurate and reliable as it integrates various optimized decision 

tree regressor models than relying on the prediction of one decision tree regressor. The future 

work will focus on developing hybrid models and also on integrating various other modalities 

to the voice modality. 
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