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Abstract 

Malignancy risks and genetic disorders have long been challenging due to procedures 

that lack precision and predictability, thereby complicating the precise identification of 

diseases and their root causes. Machine learning classifiers have emerged as more suitable and 

effective tools. Various machine learning classifiers have been utilized to examine different 

genetic disorders, and the results from these classifiers have been further compared to 

determine their superiority. In this study, a variety of classifiers, including the SVM, KNN, 

decision tree, random forest, and logistic regression algorithms, are examined. These classifiers 

utilize specific training variables to analyze how input values correspond to the respective 

class. After successfully implementing each classifier, we proceeded to employ Stacking, an 

ensemble machine learning technique that aggregates predictions from individual classifiers on 

the same dataset. Four datasets, including the breast cancer, diabetes, Parkinson’s, and genomic 

datasets, were successfully implemented using the aforementioned methods, and the results 

obtained showed how the input values correspond to the class using a few training variables. 

SVM classifier was shown to be the most effective of the five described classifiers, having the 

highest accuracy in most of the cases. It provided accuracies of 97.43%, 97.46%, 97.45%, and 

97.44% for each of the genome cancer, diabetes, Parkinson’s, and breast cancer datasets. The 
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KNN and Random Forest models also came out to be very effective, with accuracy around 95% 

and 91%, respectively, for various disease datasets. The Logistic Regression and Decision Tree 

models also worked well. However, the ensemble method of Stacking proved to be highly 

efficient above all other base models and generated accuracies above 97.5% for all the 

aforementioned diseases. 

Keywords: Machine Learning Classifiers, Disease Detection, SVM, KNN, Decision Tree, 

Random Forest, Logistic Regression Algorithms, and Stacking. 

 Introduction  

Machine Learning, as a subject of investigation, draws upon and integrates principles 

from various closely linked disciplines, within the field of artificial intelligence [1][2]. 

Learning, or gaining the necessary abilities or information through practical application, is the 

main focus. In the broadest sense, this refers to gathering relevant insights from provided 

historical data [3]. Linear regression, logistic regression, Decision Trees, Support Vector 

Machine (SVM), and K-nearest neighbor classifier (KNN) are examples of some Machine 

Learning Algorithms [4]. When describing the support vector machine, or SVM, algorithm, we 

have SVM kernel functions that assist in altering the dimensions of the data. SVM methods 

make use of kernels, a collection of small functions [5]. A kernel's job is to take data as input 

and change it into the form that is desired [6]. Linear Kernels are the most basic kind of kernels, 

typically being one dimensional in nature [7]. When there are many features, it works 

well. Comparatively speaking to other functions, linear kernel functions are quicker [8]. 

When separating data using a straight line is not possible, non-linear kernels are utilized. They 

convert a space from nonlinear to linear. Data is transformed into a different dimension so that 

it may be categorized. By adding, it turns the two variables x and y into three variables. One of 

the most popular methods for evaluating models is K-fold cross-validation. Although even 

though this strategy is less well-known than the validation set approach, it may help us 

understand our data and model better [9][10][11].  

In our proposed work, we investigated a range of classifiers, including the SVM, KNN, 

decision tree, random forest, and logistic regression methods. These classifiers will employ 

certain training variables and examine the relationship between the input values and the class. 

After each classifier was successfully constructed, we continued to use Stacking, an ensemble 
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machine learning approach that combines all of the predictions from each individual classifier 

on the same provided data set. 

 Description of the Dataset 

For this work we have considered four different types of datasets with three different 

diseases. The first genome cancer dataset was collected from NCBI and rest two datasets i.e. 

diabetic and Parkinson’s disease dataset were collected from Kaggle. The first one is a genome 

date set containing 390 samples, 44 gene features and five variants of cancer. This cancer 

dataset contains 78 samples from each class. The second one is the Diabetes disease dataset 

containing 768 samples and 8 features having two classes. The third one is the Parkinson’s 

disease dataset containing 195 samples and 23 features having two classes.  The Parkinson’s 

dataset is composed of a range of biomedical voice data measurements of 31 people, out of 

which 23 are having Parkinson’s disease (PD). Each column in the data corresponds to a 

particular voice measure, and each row corresponds to one of 195 voice recordings from these 

individuals. The two classes are set to 0 and 1 where 0 represents health and 1 represents a 

person with PD. There are around six recordings per patient. Last one is Breast cancer dataset 

collected from Kaggle. All the data are in CSV format. 

 Methodology 

Here, different standard machine learning based classifiers, such as SVM, KNN, 

Random Forest, Decision Tree, and Logistic Regression classifiers are used and Stacking is 

employed for an optimized result. 

1) SVM - also known as support-vector machines—are supervised learning models with 

associated learning algorithms that look at data for classification and regression analysis. 

In order to widen the gap between the two classes, SVM maps produce recommendations 

to focus in space. 

2) k-NN -  is an acronym for the k-closest neighbors’ algorithm, which is a non-parametric 

classification technique. It is used for regression and classification. The information in 

both situations consists of the k closest preparing models in a data collection. The item is 

then simply demoted to the class of that single nearest neighbor if k = 1. 
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3) Logistic Regression: This logistic model may be used to display a variety of situations 

akin to determining what an image includes. Each object spotted in the picture would be 

assigned a probability between 0 and 1, with a total of one. 

4) Random Forest: The supervised machine learning algorithm includes random forest. Its 

foundation is the idea of ensemble learning. It is the practice of integrating various 

classifiers to address complex issues and enhance model performance. 

5) Decision Tree- A supervised learning technique that may be used to address both 

classification and regression issues, decision trees are categorized under this category. It 

is a structured classifier that resembles a tree, with internal nodes that stand in for the 

dataset's characteristics. Branches are used to indicate decision-making processes. The 

result is represented by each leaf node. 

6) Ensemble Technique: It combines different learning algorithms for generating one 

optimal predictive model. The model has better performance than the individual base 

learners. In this work we considered the Stacking model for the performance evaluation. 

Stacking model considers different heterogeneous weak learners allowing them to learn in 

parallel, and finally combines them by training a meta-learner to generate a prediction 

based on the individual weak learner’s predictions. A meta learner takes inputs as the 

predictions, as the features and the ground truth data as the target, and tries to combine the 

input predictions in the best possible way for making a better output prediction [12].      The 

important steps of the stacked Ensemble model are as follows.                          

Step 1: Apply a K-Fold cross validation by separating the data set into K-Folds.         

Step 2: Out of K fold data one-fold is deployed for testing and other folds are deployed 

for training for different base models and the process is repeated K times.            

Step 3: All the out of sample predictions are fed as features to the meta model.            

       Step 4: The final output is predicted using the meta model. The Complete Stacked 

Ensemble learning model is shown in Figure. 1. 
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Figure 1. Stacked Ensemble Learning Model 

 Results and Discussion 

For simulation and results analysis, we have considered three performance parameters 

such as precision, recall and F1 measure, accuracy and support. The “support” shows as the 

number of outcomes of the desired label. For handling imbalanced data sets we have used the 

SMOTE (synthetic minority oversampling technique) algorithm. SMOTE aims at balancing 

the class distribution by randomly increasing minority class samples through replication 

[13][14]. 

To conduct the simulation, all datasets were divided into training and testing sets, with 

the ratio being 80% for training and 20% for testing.[15] . 

4.1 Genome Cancer Dataset 

The performances of the genome cancer dataset of individual classifier and using 

stacking models were given in Table 1 and Table 2 respectively. The mean accuracy and the 

standard deviation are obtained through cross validation. 

Table 1. Performance of Individual Classifiers for Genome Cancer Dataset. 

Base Model Accuracy (%) 

SVM 97.43 
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Table 2. Performance of Stacked Ensemble Model for Genome Cancer Dataset 

 

 

 

 

 

 

 

 

Figure 2. Mean Accuracy for Genome Cancer Dataset 

K-NN 95.91 

Random forest 90.80 

Logistic Regression 83.50 

Decision Tree 86.61 

Base Model Mean Accuracy (standard deviation) 

SVM 0.974 (0.005) 

K-NN 0.959 (0.004) 

Random forest 0.908 (0.006) 

Logistic Regression 0.835 (0.011) 

Decision Tree 0.866 (0.010) 

Stacking 0.977(0.005) 
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The Figure.2 shows the performance of the individual classifiers and the stacked 

ensemble classifier for genome dataset.  

Table 3. Performance of Individual Classifiers for Diabetes Dataset 

 

 

 

 

 

 

 

4.2 Diabetes Dataset 

The performance of diabetic dataset for individual classifiers and using stacking model 

was given in Table 3 and Table 4 respectively.  

Table 4. Performance of Stacked Ensemble model for Diabetes Dataset  

 

 

 

 

 

 

 

 

Base Model Accuracy (%) 

SVM 97.46 

K-NN 95.90 

Random forest 91.01 

Logistic Regression 83.51 

Decision Tree 86.50 

Base Model Mean Accuracy (standard deviation) 

SVM 0.974(0.005) 

K-NN 0.959(0.004) 

Random forest 0.910(0.008) 

Logistic Regression 0.835(0.011) 

Decision Tree 0.865(0.010) 

Stacking 0.975(0.005) 
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Figure 3. Mean Accuracy for Diabetes Dataset 

The Figure.3 shows the performance of the individual classifiers and the stacked 

ensemble classifier for Diabetes dataset.  

4.3 Parkinson’s Dataset 

The performances of each classifier and ensemble model were presented in Table 5 and 

6.  

Table 5. Performance of Individual Classifiers for Parkinson’s Dataset. 

Base Model Accuracy (%) 

SVM 97.45 

K-NN 95.90 

Random forest 90.90 

Logistic Regression 83.52 

Decision Tree 86.60 
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Table 6. Performance of Stacked Ensemble Model for Parkinson’s Dataset. 

 

 

 

 

 

 

 

 

 

Figure 4. Mean Accuracy for Parkinson’s Dataset. 

The Figure.4 shows the performance of the individual classifiers and the stacked 

ensemble classifier for Parkinson’s dataset.  

4.4 Breast Cancer Dataset 

  The performance of individual classifiers and Stacked Ensemble models for the above 

data set were presented in Table 7 and Table 8 respectively.  

 

Base Model Mean Accuracy (standard deviation) 

SVM 0.974(0,005) 

K-NN 0.959(0.004) 

Random forest 0.909(0.009) 

Logistic 

Regression 

0.835(0.011) 

Decision Tree 0.866(0.010) 

Stacking 0.976(0.005) 
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Table 7. Performance of Individual Classifiers for Breast Cancer Dataset. 

 

 

 

 

 

 

Table 8. Performance of Stacked Ensemble Model for Breast Cancer Dataset. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Mean Accuracy for Breast Cancer Dataset 

Base Model Accuracy(%) 

SVM 97.44 

K-NN 95.92 

Random forest 90.80 

Logistic Regression 83.50 

Decision Tree 86.62 

Base Model Mean Accuracy (standard deviation) 

SVM 0.974(0,005) 

K-NN 0.959(0.004) 

Random forest 0.908(0.007) 

Logistic 

Regression 

0.835(0.011) 

Decision Tree 0.866(0.009) 

Stacking 0.975(0.009) 
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The Figure.5 shows the performance of the individual classifiers and the stacked 

ensemble classifier for Breast Cancer dataset.  To encase the overall performance of the base 

classifiers in comparison with the Stacked Ensemble model, a Bar Graph plot has been shown 

in Figure.6. From the simulation results and the Bar plot, it is observed that for all the datasets, 

the Stacked Ensemble model provides the best performance as compared to the individual base 

models.   

 

 

 

 

 

 

 

 

Figure 6. A Comparative Bar Graph Plot of all Classifiers and Proposed Stacking 

Algorithm used for Various Disease Datasets. 

 Conclusion 

We tested for a total of five basic classifiers (SVM, KNN, decision tree, logistic 

regression, and random forest) and effectively determined the accuracy of each classifier. 

Moreover, the performance of   stacked Ensemble model was also evaluated. An exhaustive 

performance study of the base models and the ensemble model for four different categories of 

dataset through a comparative bar graph plot was performed. We have considered the genomic 

cancer Data set, the Diabetes dataset, the Parkinson’s Dataset, and the Breast Cancer dataset. 

The stacking algorithm exhibited promising results above all other base models, providing a 

consistent accuracy around and above 97.5% across all disease datasets. These findings 

emphasize the importance of selecting appropriate classifiers tailored to the dataset 
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characteristics to achieve optimal accuracy and predictive performance. Also, the advantage of 

incorporating a Stacking ensemble model for generating better accuracy above other base 

models, has been highlighted. The results shed light on the strengths and weaknesses of each 

classifier, providing valuable insights for future applications in medical diagnosis and decision-

making processes. However, it is essential to consider that the choice of classifier should be 

context-dependent and may vary depending on the dataset and the specific problem at hand. 

Further research and exploration of advanced classifiers and future engineering techniques 

could lead to even better results in similar machine learning tasks. 
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