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Abstract 

Analyzing several datasets is essential to breast cancer research in order to find trends 

and prognostic markers. For this reason, the Wisconsin Prognostic Breast Cancer (WPBC) 

dataset offers a valuable source of data. Outliers, however, have the potential to seriously 

affect how accurate predictive models are. This work suggests using the Support Vector 

Machine (SVM) algorithm in an adaptive outlier removal method to improve the resilience of 

prediction models that were trained on the WPBC dataset. To ensure optimum SVM 

performance, the technique includes pre-processing processes, including addressing missing 

data and standardizing features. Tailored elimination of outliers is made possible by their 

dynamic identification, depending on how they deviate from the support of the SVM model. 

To increase generalization, the SVM is then retrained using the outlier-adjusted dataset. Test 

set evaluation shows the effectiveness of the method with improved F1-score, recall, and 

accuracy. With datasets similar to WPBC, this adaptive outlier elimination technique offers a 

useful tool for improving breast cancer prediction models, leading to increased model 

performance and dependability in prognostic tasks. 
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 Introduction 

Analyzing a variety of datasets is essential for identifying patterns and prognostic 

variables in the field of breast cancer research, which is critical for enhancing therapeutic 

results [3]. One notable resource is the WPBC dataset, which provides an extensive 

information repository. However, the existence of outliers may have a substantial effect on 

the prediction models' performance that are used in these kinds of investigations. This work 

uses the Support Vector Machine (SVM) algorithm to suggest a novel method for outlier 

elimination in answer to this difficulty. This adaptive technique tries to improve the 

robustness of prediction models trained on the WPBC dataset by dynamically detecting 

outliers based on their divergence from the support of the SVM model [4-7]. To guarantee the 

best possible SVM performance, the technique includes all necessary pre-processing 

procedures, such as addressing missing data and feature standardization. The work attempts 

to enhance model generalization by retraining the SVM on the outlier-adjusted dataset 

afterwards. This method's efficacy is thoroughly assessed on a test set, demonstrating 

improved F1-score, recall, and accuracy. This adaptive outlier elimination method shows 

promise as a useful tool for improving breast cancer prediction models' accuracy and 

dependability in prognostic tasks [8-10]. 

 Related Work 

 The related work section presents a short review on the methods used in detecting and 

eliminating the outliers in different application applying the machine learning.  

In this study, [1] the authors proposed using Independent Component Analysis (ICA) 

as a blind source separation method. They developed ICA Mixture Models (ICAMMs), which 

are two-layer neural networks, to handle dependencies between sources. They introduced a 

novel metric called Probabilistic Distance (PDI) to measure differences between ICAMMs, 

which outperformed traditional metrics like KLD in detecting changes over time. They tested 

their approach on material defect detection and EEG signal analysis, demonstrating its 

effectiveness. ICAMM offers flexibility in modeling various probability density functions and 
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can aid in data mining and pattern identification tasks. The PDI facilitates model 

differentiation and has wide applicability in various domains. 

In this research, [2] the authors addressed the issue of k-means clustering in the 

presence of outliers. They proposed a straightforward technique based on local searches, 

allowing the exclusion of a limited number of outliers. Their method aims to minimize the 

variance of points within each cluster. They demonstrated scalability to large datasets and 

achieved constant-factor approximation solutions when combined with sketching techniques. 

Empirical evaluations on real-world and synthetic data showed superior performance 

compared to existing heuristic approaches. Clustering involves grouping similar points into k 

clusters, aiming to minimize the sum of squared distances from each point to its nearest cluster 

center. Despite being NP-hard, k-means clustering remains a widely studied challenge in data 

mining. 

 System Specification (Tools) 

3.1 Hardware Requirements 

• Processor Type           :   AMD RYZEN 7 

• Speed                          :   4.40GHZ 

• RAM                           :  16 GB RAM 

• Hard disk                     :  1 TB 

• Keyboard                     :  101/102 Standard Keys 

• Mouse                          :  Optical Mouse 

3.2 Software Specification 

• Operating System: Windows 10 

• Front End: MATLAB 

• Back End: JAVA 
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 Proposed Work 

4.1 System Workflow 

Dynamic and complex, adaptive outlier elimination has become a key strategy for 

improving the precision and dependability of prediction models on a variety of datasets. 

Outliers, or data items that dramatically differ from the norm, may have a considerable impact 

on model performance in the context of data analysis. The subtleties of complex datasets may 

be too complicated for the traditional one-size-fits-all techniques for outlier removal to 

handle. By using sophisticated algorithms, such the Support Vector Machine (SVM), to 

dynamically detect and remove outliers based on their divergence from the underlying data 

distribution, adaptive outlier removal marks a paradigm leap in data processing. With a 

customized and nuanced approach, our proactive and data-driven technique makes sure that 

the outlier elimination procedure closely matches the dataset's features. Therefore, adaptive 

outlier elimination is a crucial technique in fields like breast cancer research where accuracy 

and dependability are crucial. It not only improves the resilience of prediction models but also 

helps with better generalization. Machine Learning revolutionizes problem-solving by 

enabling computers to learn from data, find hidden connections, and improve decision-making 

without explicit programming. Breast cancer, a complex disease with various subtypes, 

demands early identification and precise prognostication for effective treatment planning. 

Continuous research using datasets like WPBC is crucial for enhancing prediction models and 

improving detection, diagnosis, and treatment methods. Prognostic variables, including 

pathological, clinical, and molecular indicators, guide treatment planning and improve patient 

outcomes by forecasting disease progression and treatment efficacy. The Figure : 1 depicts 

the workflow overview. 

 

Figure 1. Workflow Overview 
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4.2 Overview of the Dataset 

With an emphasis on the WPBC dataset, the suggested method uses an adaptive outlier 

removal strategy using Support Vector Machines (SVM) to improve the robustness and 

reliability of the analysis. The WPBC dataset is first loaded into the system, and any required 

preparation operations such as managing missing values and encoding categorical variables 

are then carried out. After dividing the data into training and testing sets, standardization is 

performed to guarantee that feature values scale consistently. The standardized training data 

is used to train the SVM model, which enables the system to recognize outliers using the 

patterns it has learnt. The training and testing sets are then cleared of these outliers. The 

suggested approach makes sure that the model is trained on a more reliable and representative 

dataset in addition to offering a technique for adaptively detecting and removing outliers. In 

situations where the existence of outliers might have a major influence on the efficacy of 

predictive models for breast cancer prediction, this method helps to increase model 

performance and generalization. The Figure: 2 depicts the dataset selection and the overview 

of the dataset is illustrated in Figure.3 

 

 

 

 

 

 

Figure 2. Dataset Selection 
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Figure 3. Overview of the Dataset 

4.2.1 Sample Dataset (Wisconsin Prognostic Breast Cancer Dataset (WPBC)) 

The Figure .4 and 5 shows the sample dataset and the classification results 

 

Figure 4. Sample Dataset 

4.2.2 Result 

 

Figure 5. Classification Result 
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4.3 Methodology 

A. Data Visualization 

In the proposed system, the initial step involves loading the Wisconsin Prognostic 

Breast Cancer (WPBC) dataset and performing essential pre-processing steps. The WPBC 

dataset is acquired from the UCI Machine Learning Repository website and saved in text 

format. Subsequently, the dataset is imported into an Excel spreadsheet, with the values 

organized under corresponding attribute column headers. This import process encompasses 

handling missing data and encoding categorical variables as part of the preparation. Before 

delving into adaptive outlier removal, the system emphasizes the importance of visualizing 

the data to gain insights and conducting pre-processing to ensure the dataset is suitable for 

subsequent analysis 

B. Data Pre- Processing 

The WPBC dataset must be loaded into the suggested system, and necessary pre-

processing must be carried out. You may save the WPBC dataset as a text file after 

downloading it from the UCI Machine Learning Repository website. The values are then 

stored with the matching characteristics as column headers once this file is imported into an 

Excel spreadsheet. This covers encoding categorical variables and dealing with missing data. 

The approach highlights the significance of pre-processing to make sure the dataset is ready 

for further analysis and displaying the data to get insights before diving into adaptive outlier 

elimination. The Figure.6 shows the results of data pre-processing. 

 

Figure 6. Data Pre-Processing 
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C. Feature Selection Algorithms 

Fisher filtering is used in the feature selection process to highlight each feature's 

capacity for discrimination. Feature selection algorithms are included into the data processing 

pipeline to determine and preserve the most relevant characteristics for the prognosis of breast 

cancer. These techniques help concentrate attention on the characteristics that make a 

substantial contribution to the prediction model while lowering dimensionality and focusing 

on the features that contribute significantly to the predictive model. The Figure.7 illustrates 

the feature selection algorithm. 

 

Figure 7. Feature Selection Algorithm 

 System Analysis 

5.1   Existing System 

 The existing system utilizes the K-Mean algorithm based on Turkey’s rule in 

conjunction with new distance metric. The disadvantages of the existing method is listed 

below.  

1. The proposed modification based on Tukey' s rule for outlier removal may be 

sensitive to the choice of parameters, impacting its adaptability to different datasets.  

2. The adaptive outlier elimination process adds computational complexity to the k-

means algorithm, potentially slowing down the clustering process.  

3. The effectiveness of the new distance metric in improving clustering accuracy may 

be dataset -dependent, limiting its general applicability.  
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4. The overall performance gains of up to 80.57% in clustering accuracy may not be 

consistently achievable across diverse datasets, raising concerns about the algorithm’s 

robustness. 

5.2 Proposed System 

     In the proposed system, an adaptive outlier removal technique using Support 

Vector Machines (SVM) is employed for enhancing the robustness and reliability of the 

analysis, with a focus on the WPBC dataset. The system begins by loading the WPBC dataset 

and conducting necessary preprocessing steps, including handling missing values and 

encoding categorical variables. The data is then split into training and testing sets, followed 

by standardization to ensure consistent scaling of feature values. The SVM model is trained 

on the standardized training data, allowing the system to identify outliers based on the  learned 

patterns. These outliers are subsequently removed from both the training and testing sets.  The 

proposed system not only provides a mechanism for adaptively identifying and eliminating  

outliers but also ensures that the model is trained on a more robust and representative dataset.  

This approach contributes to the improvement of model generalization and performance,  

particularly in scenarios where the presence of outliers can significantly impact the 

effectiveness  of predictive models for breast cancer prognosis.  The advantages of the 

proposed system are listed below. 

• Adaptive outlier removal using SVM enhances model robustness by identifying and  

eliminating outliers, ensuring a more reliable and representative training dataset.  

• The system contributes to improved model generalization by mitigating the influence 

of outliers, leading to better performance on unseen data.  

• Removal of outliers from the Wisconsin Prognostic Breast Cancer dataset improves 

the accuracy of diagnostic predictions, supporting more accurate breast cancer 

prognosis.  
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 The Method and Metrics Used in Evaluating the Performance of The SVM and K - 

Means 

The method combines SVM and K-means for breast cancer prognosis prediction while 

addressing outliers using adaptive outlier removal: 

1.    SVM (Support Vector Machines): 

Method: SVM is a supervised learning algorithm used for classification tasks. It works 

by finding the hyperplane that best separates the data points into different classes while 

maximizing the margin between the classes. 

2.    K-Means: 

Method: K-means clustering is an unsupervised learning algorithm used for clustering 

tasks. It aims to partition the data into K clusters, where each data point belongs to the cluster 

with the nearest mean. 

3.    Adaptive Outlier Removal: 

Method: The paper proposes an adaptive outlier removal technique to enhance the 

performance of K-means clustering. This technique aims to iteratively remove outliers from 

the data based on their distances from cluster centroids, thereby improving the robustness of 

the clustering results. 

4.     Performance Evaluation: 

Cross-Validation: Both SVM and K-means clustering models may undergo cross-

validation to assess their performance robustness. This involves splitting the dataset into 

training and testing subsets multiple times to ensure reliable estimates of performance metrics. 

Comparison: The performance of SVM and K-means models, with and without 

adaptive outlier removal, can be compared using appropriate evaluation metrics. This 

comparison helps determine the effectiveness of the proposed method in enhancing breast 

cancer prognosis prediction.  
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 SVM and K-Means Clustering 

• This approach combines the strengths of SVM and K-means while addressing their 

limitations. 

• SVM is used to classify data points and identify potential outliers, which are then 

removed from the dataset. 

• Evaluation metrics for both classification (SVM) and clustering (K-means) are used 

to assess the performance of the combined approach. 

• Adaptive outlier removal helps enhance the robustness of K-means clustering by 

iteratively refining the dataset based on SVM predictions. 

• The combined approach aims to improve breast cancer prognosis prediction by 

leveraging both supervised and unsupervised learning techniques while mitigating the 

impact of outliers and noise. The Figure.8 illustrates the fisher filtering applied for 

feature selection. 

 

 

 

Figure 8.  Fisher Filtering 
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 Results and Discussions 

With an accuracy of 88%, the Support Vector Machine (SVM) method outperforms 

the K-means algorithm, which only manages 75% accuracy. While SVM is a supervised 

learning method used for classification problems and is renowned for its ability to handle 

complicated decision boundaries, K-means is a clustering technique that divides data into K 

groups based on similarity. Because SVM can locate the best separating hyper planes in high-

dimensional spaces, it is a recommended method for classification problems with well-

defined borders. Its greater accuracy means that it performs better when categorizing data 

points. Table 1 presents a comparison of the accuracy achieved by both K-Means and SVM, 

while Figure 9 provides a graphical representation of the same comparison. 

Table 1. Comparison Table 

 

 

 

 

 

Figure 9. Comparison Graph 

 Conclusion 

To sum up, the suggested approach is a big step forward in using cutting-edge 

technology to meet particular needs or obstacles. With careful planning, thorough testing, and 

cautious execution, the system is ready to provide noticeable advantages inside the desired 
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operating environment. The result of these efforts guarantees that the system meets user 

expectations, accomplishes its intended function, and performs dependably in practical 

situations. The end of one stage of development heralds the start of an iterative process that 

offers chances for ongoing adaptation and improvement as technology advances. In the end, 

the system's effectiveness depends on its capacity to improve productivity, simplify 

procedures, and provide insightful information or services. 
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