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Abstract 

Brain-Computer Interface (BCI) applications utilizing Electroencephalography (EEG) 

signals have garnered significant attention for their potential to facilitate through 

communication between the brain and external devices. EEG-based BCIs offer a non-invasive 

means to interpret neural activity, enabling a range of applications in healthcare, gaming, and 

cognitive neuroscience. This study explores motor imagery (MI) EEG signals classification, 

employing a variety of signal processing techniques as well as machine learning algorithms to 

increase accuracy and reliability. Using data from the BCI Competition IV dataset, the proposed 

methodology involves EEG band separation via Butterworth bandpass filters, channel selection 

through a wrapper method using K-nearest neighbors (KNN), and classification of motor 

imagery tasks. The study demonstrates a high classification accuracy of 98% across different 

motor imagery tasks, highlighting the effectiveness of the proposed approach. This method not 

only shows promise for BCI applications aimed at assisting individuals with motor disabilities 

but also for gaming and potential security applications such as user authentication. Future work 

will focus on further enhancing the model's accuracy and exploring its integration into diverse 

practical applications. 
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 Introduction  

BCI applications utilizing EEG signals have gained considerable attention due to their 

potential to facilitate direct communication between the brain and external devices. EEG-based 

BCIs offer a non-invasive means to interpret neural activity, enabling a range of applications 

across various domains. In healthcare, EEG-based BCIs hold promise for assisting individuals 

with motor disabilities by enabling them to control prosthetic limbs, wheelchairs, or computer 

interfaces using their brain signals alone. Moreover, EEG-based BCIs are being explored for 

neurological rehabilitation, aiding in the recovery of motor function after stroke or spinal cord 

injury. Beyond healthcare, these BCIs find applications in gaming, where users can interact 

with virtual environments using their brain activity, and in cognitive neuroscience research, 

allowing for the investigation of neural correlates of cognitive processes in real-time. The 

continuous advancements in signal processing techniques and machine learning algorithms 

further enhance the accuracy and reliability of EEG-based BCIs, paving the way for their 

integration into everyday life for diverse applications. 

A range of studies have explored the motor imagery EEG signals classification. Chang 

(2022) [1] introduced a dual channel attention module migration alignment with convolution 

neural network, achieving an 86.03% classification recognition rate. The multivariate 

variational mode decomposition method was used to find common patterns in the frequency 

domain across all EEG channels. Various features from each EEG signal, including those 

related to time, frequency, nonlinear characteristics, and shape were extracted. To improve the 

classification of different motor imagery EEG signals, a mix of feature selection methods has 

been used, combining wrapper and filter techniques, and tested different channel combinations. 

[2]. Channel oriented techniques used for classification of motor imagery actions are discussed 

in the paper [3]. CNN based deep learning model is proposed in the article [4]. The 

classification accuracy of 69.2% is achieved in this method. Residual network is proposed to 

separate the motor imagery actions in [5]. 91.6% of accuracy was achieved. Statistical features 

and nonlinear parameters are taken as features for the prediction of multiple MI tasks. Ensemble 

method of machine learning is employed in the classification [6]. Temporal-Spectral-attention 

with wavelet method is used in [7] to get important discriminative characteristics between MI 

tasks by weighting features of EEG on time-frequency maps. Principle component analysis is 

used to select the importance channel selection and kernel extreme learning machine is 

employed in the motor action classification in [8].  LSTM and CNN based hybrid deep learning 
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network is used for classification in [9]. The time domain EEG signals are converted to images 

using Continuous wavelet transform (CWT) for better classification results. Spatial 

representation fusion method is used in decoding motor imagery EEG signals in [10].  

 Methodology  

2.1 Data Description  

The Motor Imagery EEG signals used in the proposed work was obtained from BCI 

competition IV data set [11]. Nine volunteer’s EEG data were recorded on the scalp using AgCl 

– 22 channel electrodes. During EEG recording, the volunteers are asked to imagine one out of 

four different actions to record the motor imagery task EEG. The four different tasks are Left, 

Right hand movements, Foot movement and Tongue movement. Total 288 motor imagery trials 

were recorded with 72 trials per motor imagery task. The Montage of EEG electrode fixing is 

given in Figure 1. In the proposed experiment, an EEG recording machine with 22 scalps EEG 

electrodes built on international 10–20 system is used. The electrodes including Frontal “(Fz, 

FC3, FC1, FCz, FC2, FC4)”, central”(C5, C3, C1, Cz, C2, C4, C6, CP3, CP1, CPz, CP2, CP4)” 

and Parietal “(P1, Pz, P2, and POz)” Electrodes, and two  references (Left mastoid, and right 

mastoid grounding), the REF and GND are taken as reference points. The data sampling rate is 

250 Hertzs and 50Hz notch filter is used to filter the power system line noise. Figure 2 shows  

the flow diagram of the proposed.  

 

Figure 1. Montage of EEG Electrodes. [13] 
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Figure 2. Flow Diagram of Proposed Work 

2.2 EEG Band Separation 

Frequency EEG bands are determined using the EEG signal’s frequency characteristics, 

which are analyzed using spectral analysis techniques. Hans Berger [12] discovered EEG 

signals and he discovered that the Alpha and Beta waves (8-30 Hz) are present in the brain 

during conscious states. William Grey Walter, a British neurophysiologist, further expanded 

the understanding of EEG patterns. He stated the theta waves (4–7 Hz) and delta waves (0.5–

3.5 Hz) and studied their relationship with different states of consciousness. Butterworth Band 

pass filter with order n=12 is used to separate the bands from combined EEG signal. The 

transfer function of the filter is given in, 

    𝐻(𝑧) = 𝑘 
(1−𝑧(1)𝑧−1)(1−𝑧(2)𝑧−1)…..(1−𝑧(𝑛)𝑧−1)

(1−𝑝(1)𝑧−1)(1−𝑝(2)𝑧−1)…..(1−𝑝(𝑛)𝑧−1)
                                                     (1) 

Where z-Zeros, p-poles and k is gain.  

2.3 Channel Selection 

The EEG signals are non-stationary signals and they showed better classification 

accuracy in the distance based classification algorithm like KNN. But the distance-based 

classification algorithms are greatly affected by the 'dimensionality' problem. When the training 

EEG signal 
collection 

Pre processig - EEG 
Band separation 

channel selecion 

Classification 
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data has too many dimensions, it can cause the machine learning classifier to overfit, leading 

to lower classification accuracy on test data. In order to deal with this problem, dimensionality 

reduction or feature reduction is applied in this proposed work. In this EEG data, the EEG 

electrodes or channels are considered as features. The number of channels is limited based on 

their ability to classify the motor imagery tasks. Filter Methods, Wrapper Methods, Embedded 

Method, Principal Component Analysis, Linear Discriminant Analysis, t-distributed Stochastic 

Neighbor Embedding, Auto encoders are some popular techniques used for feature dimension 

reduction. In this proposed work, wrapper method is employed. A model is used in the proposed 

method to identify the best and worst performing features and recursively eliminate the least 

important features based on classification accuracy.  K-nearest neighborhood (KNN) algorithm 

is used as the model. The features are ranked based on classification accuracy.  This method 

provides a simple way to rank features based on their importance in a KNN classifier. 

2.4 Classification 

KNN is a nonparametric algorithm where there are no explicit assumptions about the 

functional form of the underlying data content distribution and the algorithm does not build a 

model during the training phase but instead memorizes the training dataset. For a given test 

instance, KNN identifies the K closest training samples in the feature set and predicts the output 

based on the majority class. A smaller value of K makes the model sensitive to noise, while a 

larger value smoothens the decision boundaries. The distance between instances is typically 

calculated using the Euclidean distance.  

Euclidean_Distance=∑n i=1  (xi−yi)
2 

2.5 Performance Metrics 

The accuracy of the proposed model is evaluated by BCI -2A data set.  The accuracy is 

calculated for every action. The Accuracy is calculated using the formula given below. 

Accuracy %= Number of correct predicted actions/ Total number of actions.  

2.6 Results and Discussion 

2.6.1 Pre processing 

The recorded EEG signal is separated into EEG bands as Delta(0.5 to 4Hz), Theta(4-8 

Hz), Alpha(4- 8 Hz), Beta(8-13 Hz),Gamma(13-30 Hz) using Butterworth band pass filter. The 
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original EEG and Delta, Theta, Alpha, Beta, Gamma bands are illustrated in Figure 

3(a),(b),(c),(d),(e),(f). 

 

Figure 3. Preprocessing 
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2.6.2 Channel Selection 

Feature selection KNN algorithm is applied to each band of EEG signals. The top 3 

important channels are tabulated in Table 1. The K-values is taken as 3. Among the 22 channels, 

5 channels (C4, C5, C3, CZ and C6 ) are selected  for further processing.  The Table 1 shows 

the  three important features in each of the EEG band.  

Table 1.  Top 3 Important Features in Each of EEG Band. 

Patient 

no 

alpha beta theta Delta gamma 

Patient 

2  

channel 5,6,1

3  

channel 

6,7,8  

channel 6,7,8   channel 1,5,6

   

channel 4,5, 10   

Patient 

3  

channel 7, 

10,13   

channel 6,7,

13   

channel 9, 

10,15   

channel 3,8,1

5   

channel 6,7, 11   

Patient 

4  

channel 7,8,1

5   

channel 13, 

21,5   

channel 7, 

13,16   

channel 9,13,

18   

channel 4,15,20   

Patient 

5  

channel 

2,6,21  

channel 2,7,

8   

channel 6,7,8   channel 13,1

8,21   

channel 1,8,21  

Patient 

6  

channel 7,13,

22   

channel 2,7,

13   

channel 2,3,12   channel 1,2,1

3   

channel 1,3,9   

Patient 

7  

channel 1,7,1

3   

Channel 

1,7,16  

Channel 

7,10,13  

Channel 

1,10,13  

Channel 6,13,14  

Patient 

8  

Channel 

6,7,13  

Channel 

7,10,13  

Channel 5,6,7  Channel 

1,7,13  

Channel 2,5,11  

Patient 

9  

Channel 

6,7,22  

Channel 

7,8,10  

Channel 7,8,13  Channel 

7,13,22  

Channel 2,13,14  

EEG_channel 6-FC4;  EEG_Channel 7- C5; EEG_channel 8- C3; EEG_channel 10-CZ; 

EEG_channel 13- C6  
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2.6.3 Motor Task Classification  

The selected channels’s EEG Band signals are given to KNN classifier for motor 

imagery task classification. The sample classfication is given in the Figure 4. Every band of 

EEG signals are classified separately, and based on the voting method the motor imagery action 

of EEG signal is determined.  

 

Figure 4. KNN Classification Results 

Figure 4 shows the classification results of four motor imagery actions in a five-

dimension feature space.  

 Performance Validation 

The proposed method is validated using the BCI 2a dataset [16], which is one of the 

datasets available under the BCI Competition IV dataset. Open-source machine learning 

libraries (Tensorflow, Keras) were used to simulate the proposed model in Python language at 

google colab environment. The sample dataset of test dataset is given in Figure 5.  
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Figure 5. Sample Dataset from BCI-2a Data Set. 

Table 2. Classification Accuracy of Proposed Model 

Action Classification Accuracy 

Left movement 98% 

Right movement 98% 

Tongue move  97% 

Foot movement  98% 

Overall accuracy 98%  

 

The Table 2 shows that, the motor imagery brain actions are predicted by our proposed 

model and the overall accuracy is greater than 96%.  

Table 3. Comparison with Existing Methods 

Reference Methodology Classification accuracy 

[14] Riemannian geometry + feed 

forward neural network 

96% 

[15]  Transformer encoder-based 

neural network  

95% 

Proposed model Feature selection+ KNN 

classifier 

96% 
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The Table 3 reveals that, the proposed model is on par with the modern deep learning 

methodologies. It exhibits 96% classification accuracy.   

 Conclusion and Future Scope  

The BCI utilizes the EEG signals, into control signals which is used to control the 

devices. For individuals with paralysis, BCIs offer a potential means of communication and 

control, which can significantly improve their quality of life and sense of presence. This 

proposed model, utilizes EEG signal to convert in to four different types of action. The overall 

accuracy of the proposed methodology is 98%. This type of classification can be employed not 

only in BCI but also used for Gaming applications. The enhanced version of this work may 

lead to security application like user authentication.  
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