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Abstract 

The proposed research focuses on enhancing the interpretability of risk evaluation in 

credit approvals within the banking sector. This work employs LIME (Local Interpretable 

Model-agnostic Explanations) and SHAP (SHapley Additive exPlanations) to provide 

explanations for individual predictions: LIME approximates the model locally with an 

interpretable model, while SHAP offers insights into the contribution of each feature to the 

prediction through both global and local explanations. The research integrates gradient boosting 

algorithms (XGBoost, LightGBM) and Random Forest with these Explainable Artificial 

Intelligence (XAI) techniques to present a more comprehensible framework. The results 

demonstrate how interpretability methods such as LIME and SHAP enhance the transparency 

and trustworthiness of machine learning models, which is crucial for applications in credit risk 

evaluation. 

Keywords: LIME, SHAP, Model Prediction, Machine Learning, High Accuracy, Explainable 
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 Introduction  

Credit risk analysis is a fundamental requirement in making decision, particularly for 

lending institutions. It involves a thorough evaluation of the potential risks that are associated 

with lending credit to individuals or business. This analysis aims to evaluate the probability of 

borrowers missing their payments, thereby providing essential insights that enable lenders to 

make informed decisions. Credit risk analysis considers various factors, including the 

borrower's credit history, financial health, and external economic conditions. Evaluating a 
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borrower's creditworthiness typically involves analyzing their credit score, which summarizes 

their past credit behavior, including repayment patterns and outstanding debts. Additionally, 

financial ratios such as the debt-to-income ratio and liquidity metrics are examined to assess 

the borrower’s ability to repay debts. 

Technological developments, regulatory changes, and shifts in market dynamics have 

all significantly impacted the evolution of credit risk analysis. Initially, credit risk analysis 

relied on inaccurate qualitative evaluations and basic statistical models, which lacked 

consistency and scalability. However, recent advancements in AI and machine learning have 

brought substantial transformation to the field. Machine learning algorithms can now process 

data from various sources, including financial records, credit reports, and alternative data, to 

generate more accurate estimates of credit risk. 

The integration of explainable Artificial Intelligence (XAI) in credit risk analysis has 

introduced greater transparency and interpretability. XAI provides explanations for individual 

credit decisions, helping to clarify why a particular applicant may have been approved or denied 

credit. This transparency not only builds trust in the decision-making process but also helps 

identify potential biases or discriminatory practices within the model.  

The proposed work integrates the machine learning models (XGBoost, LightGBM, and 

Random forest) with XAI to have a more comprehensible frame work that helps in 

understanding why credit or loan application was rejected or approved. 

 Related Work 

The related work presents a review of existing literature on credit risk analysis. Studies 

show that complex algorithms and methods are employed to predict loan statuses using 

applicant attributes, income, credit history, and loan details. Pandey et al. [1] surveyed various 

techniques used in banking to evaluate credit approval risk. Misheva et al. [2] implemented 

Explainable Artificial Intelligence (XAI) on machine learning models using the Lending Club 

dataset. The existing research also highlights practical challenges and the potential of XAI in 

credit risk management on peer review platforms [3,4]. Biecek et al. [5] compared predictive 

models, finding tree-based models superior to others. Heng et al. [6] reviewed machine learning 

applications in credit risk modeling, emphasizing XAI's role in improving model predictability 

and transparency. Hu et al. [7] used XAI to identify causal relationships with restricted datasets, 
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emphasizing cross-validation, regularization, and bootstrapping techniques. De et al. [8] 

integrated the LightGBM model with SHAP to interpret explanatory variables affecting 

predictions. Demajo et al. [9] proposed an accurate and interpretable credit scoring model. 

Burgt et al. [10] cautioned that AI in banking requires regulatory adjustments. Gramespacher 

et al. [11] discusses the machine learning's adaptability to credit risk evaluation needs. The 

research collectively underscores the importance of XAI in enhancing trust and compliance in 

credit risk analysis, focusing on feature relationships and interactions [12-15]. 

Overall, the continuous development of methodologies and techniques in credit risk 

analysis highlights the need for ongoing research and innovation in credit risk management 

within today's dynamic financial landscape.   

 Proposed Work 

The proposed methodology enhances existing models by employing sophisticated 

methods such as LIME and SHAP to make predictions more comprehensible. These techniques 

contribute to the transparency and reliability of the system by clarifying the decision-making 

process. Reducing biases and improving user understanding of the decision-making process 

will increase overall transparency. Figure 1 shows the flowchart of the proposed. 

 

Figure 1. Proposed Flowchart 
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A. Data Collection 

The proposed work uses the Lending Club loan dataset [2,16], which contains data on 

thousands of loans made through the Lending Club platform. The dataset includes 10,000 

observations across 55 variables, such as emp_title, emp_length, loan_intent, loan_grade, and 

loan_amt. Figure 2 below displays a sample of the dataset used in this study. 

 

                                 Figure 2. Sample of Dataset Used 

B. Data Preprocessing 

The dataset is preprocessed applying data cleaning, handling missing values, scaling, 

and encoding categorical variables. It ensures that the dataset is properly formatted and ready 

for modeling. By identifying inconsistencies or missing information.  Data visualization 

techniques is applied to identify and eliminate unwanted or irrelevant data present in credit 

databases. Visualizations help illustrate the relationships between various features, such as 

income, credit history, and employment status, while controlling for other variables. This 

process aids in identifying significant patterns and interactions within the data, which are 

crucial for accurate credit risk analysis. The Figure 3 depicts the visualization of data. 
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Figure 3. Data Visualization 

The Figure.4 Shows the outlier detected for the particular variable in the dataset 

applying the Elliptical Envelopes and Tukey's method 

 

Figure 4. Outlier Detected for Person-Age 

C. Machine Learning Algorithms 

• Random Forest Classifier 

Random Forest is a popular machine learning algorithm widely used in credit risk 

analysis due to its ability to handle complex relationships and provide robust predictions. It 

constructs multiple decision trees during training and aggregates their predictions to improve 

accuracy and prevent overfitting. Each tree is trained on a bootstrapped sample of the data and 

a random subset of features, ensuring diversity among the trees. For Explainable AI (XAI), 

feature importance in a Random Forest can be analyzed based on the average reduction in 

impurity (entropy) contributed by each feature across all trees in the forest. Figure 5 shows the 

tree  
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• LightGBM Classifier 

LightGBM (Gradient Boosting Machine) is designed for high efficiency and scalability. It 

handles large datasets and high-dimensional data faster than many other algorithms, which is 

beneficial for the extensive and detailed datasets in credit risk analysis. It uses a leaf-wise tree 

growth strategy, which often results in higher accuracy compared to other tree-based 

algorithms. Like RF, it provides feature importance metrics, aiding in model interpretability 

and the identification of key credit risk factors. 

• XGBOOST Classifier 

XGBoost is known for its high predictive performance. It implements gradient boosting 

with regularization, which improves both the accuracy and robustness of the model. XGBoost 

can handle missing values and provides various hyperparameters to tune the model, offering 

flexibility in model building and optimization.  XGBoost provides detailed feature importance 

metrics, which are useful for interpreting the model and understanding the factors driving credit 

risk predictions. When combined with Explainable Artificial Intelligence (XAI) techniques, 

XG Boost can provide insights into the model's decisions, making it more interpretable and 

transparent. 

RF, LightGBM, and XGBoost are suitable for credit risk analysis due to their ability to 

handle complex relationships, efficiency, high predictive performance, and provision of feature 

importance metrics. 

D. Model Integration 

LIME and SHAP are integrated to provide interpretability. LIME generates local 

explanations, offering insights into model decisions at an instance level. SHAP provides a more 

global perspective by attributing feature importance to predictions, enabling a deeper 

understanding of the model's behavior. 

 Experimental Result 

The proposed method uses various machine learning algorithms to build predictive 

models. Algorithms such as XGBoost, LightGBM, and Random Forest Classifier are 

implemented to train models on the prepared datasets. 80% of the dataset is used for training, 

and 20% is used for testing the models. Each algorithm's suitability and performance score are 

evaluated. Anaconda Navigator is used to manage environments and packages, ensuring 

compatibility for machine learning tools, including LIME and SHAP. Jupyter Notebook is 
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utilized for coding, experimenting, and documenting the application of these tools, facilitating 

interactive development and visualization of model results. Together, they support a 

comprehensive framework for applying and interpreting machine learning techniques. Figures 

5-10 show the confusion matrix and performance scores of the machine learning models. 

 

Figure 5. XGBoost Confusion Matrix                Figure 6. XGBoost Performance Score 

 

Figure 7. Random Forest Confusion Matrix    Figure8. Random Forest Performance Score 

 

Figure 9. LightGBM Confusion Matrix              Figure10. LightGBM Performance Score 
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LIME is a model-agnostic approach used to explain the predictions of machine learning 

models locally, providing explanations for individual predictions rather than for the model as a 

whole. SHAP is another model-agnostic method for explaining individual predictions of 

machine learning models. Figure 11 shows the LIME explanation obtained for the credit risk 

analysis. 

 

Figure 11. LIME Explanation 

By using the Tree Explainer model, we obtain the expected values. To achieve faster 

runtime, we selected data within a specified range. Warnings are imported, and any warnings 

that occur will be ignored. The Figure 12 depicts the SHAP inputs. 

 

Figure 12. SHAP Inputs 
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The data that are selected in above categories are visualized using SHAP in Figure 13 

by this technique we can differentiate the person age and SHAP value for person as shown in 

Figure 14 

 

Figure 13. SHAP Outputs 

Figure 14 shows the SHAP accuracy calculated for person age, loan percent, person 

income, person age and loan amount. 

 

 

Figure.14. SHAP Accuracy 

The Table 1 below shows the accuracy of the machine learning algorithms 

Table 1. Accuracy of Machine Learning Algorithms 

Machine Learning Algorithms Accuracy  

Random Forest  0.92579 
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LightGBM  0.94134 

XGBoost 0.94500 

 Conclusion 

The study presents a comparative analysis of machine learning algorithms—XGBoost, 

LightGBM, and Random Forest—on the Lending Club loan dataset for credit risk analysis. 

Addressing outliers using Elliptical Envelopes and Tukey's method significantly improved the 

models' robustness by mitigating the influence of anomalous data points. Additionally, 

integrating LIME and SHAP techniques for model interpretability provided valuable insights, 

enhancing understanding and trust in the model's decision-making. 
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