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Abstract 

Phishing attacks usually copy reliable websites, such as banks and financial institutions, 

in an attempt to obtain personal information, such as passwords and credit card details. This 

study suggests a hybrid phishing detection system that combines the Back Propagation Neural 

Network (BPNN) for classification with XGBoost for feature selection. For training (80%) and 

testing (20%), a dataset of 11,000 URLs was employed, including both phishing and authentic 

samples. Important URL-based characteristics were extracted, including URL length, 

discrepancy character, HTTPS appearance, and domain age. High identification accuracy 

(97.5%), precision (96.8%), recall (98.2%), and F1-score (97.5%) were obtained by all systems. 

When compared to traditional classifiers (SVM, Random Forest), the proposed model shows 

better performance in identifying zero-day phishing efforts, Explanation measures were used to 

assess the model, and Scikit-LARN was used to simulate it in python. The results confirm that 

the algorithm can successfully detect and stop phishing efforts in real time. 

Keywords: Sensitive Information, Machine Learning, Phishing URL, Back Propagation Neural 

Network, CSV Format, Data Mining. 

 Introduction  

Increasing use of mobile devices in recent years has made significant changes in online 

activity compared to offline. Although this development has made daily tasks easier, the 

anonymous nature of the Internet has also given rise to many security weaknesses. Firewalls 

and antivirus software can prevent many attacks, but efficient attackers usually use phishing 
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techniques to take advantage of human weaknesses. Phishing is the process of creating fake 

websites that mimic well-known platforms such as social media, banking, and e-commerce sites 

to steal personal information, such as login credentials, bank account details, and credit card 

numbers. 

Many methods have been developed, including discrepancy detection, rules-based 

identity verification, and blacklist systems, as it is challenging to identify phishing efforts. 

Machine learning-based discrepancy detection has recently gained popularity due to its 

adaptability, especially in identifying "zero-day" attacks. To analyze URLs and determine their 

efficacy across three datasets, this task presents a machine learning-based phishing detection 

system that employs eight different algorithms. The results of studies suggest that the proposed 

model has a high success rate and performs very effectively. 

A type of cyber-attack known as phishing occurs when hackers use fraudulent emails 

or messages to obtain personal information, such as login passwords or credit card details, to 

gain unauthorized access to the user accounts. Because they usually appear to come from 

reliable individuals, organization, or agencies, these communications can be compelling. Often, 

phishing efforts use malicious software or links that direct victims to deceptive websites.  

On these websites, victims can inadvertently reveal personal information that can cause 

significant financial loss or damage to their reputation. It is relatively easy to execute phishing 

attacks because many consumers are not well aware of web security and the underlying 

technology of computer networks. Since unsuspecting consumers are deceived into clicking on 

the phishing websites that promise regular offers or deals, there is no need to target strong 

computer defense systems. These phony websites are designed to closely resemble legitimate 

sites by mimicking with their logos and content. As a result, many people inadvertently click 

on phishing links, which can cause serious damage to the victims' finances and the reputation 

of affected firms. 

 Literature Survey 

This research explains [1] that rogue websites pose a serious threat; the increasing 

number of cyberattack vectors and incidents emphasizes the necessity for robust cybersecurity 

solutions. These websites are used by hackers to distribute malware, obtain illegal access, or 

steal personal information. This project aims to extract lexical, host-based, and content-based 
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elements from URLs in order to identify websites as either benign or dangerous. Machine 

learning models are used to process these features. A method for identifying and preventing 

concept drifts on malicious websites is suggested as a response to attackers who take advantage 

of the training data that is readily available. 

This work illustrates [2] that as internet usage has increased, so too have cyberattacks 

such as malware, spam, and phishing, which have resulted in large losses of personal and 

financial data. Identifying harmful websites is essential for improving security because they are 

frequently the focus of attacks. In this study, supervised models are used to evaluate a dataset. 

Support Vector Machines exhibit excellent prediction performance, obtaining the highest F1-

score of 92% on the unbalanced dataset after features are collected from application layer data 

and network characteristics. 

This study [3] highlights that, given that rogue websites provide serious hazards to both 

individuals and governments, detecting Domain Generation Algorithm (DGA) domain names 

is essential for identifying botnet C&C communications. This paper proposes a CNN-GRU-

Attention-based model for hostile domain detection in order to address the drawbacks of 

conventional detection techniques, such as their excessive complexity and poor accuracy. The 

attention mechanism improves detection accuracy, GRU records temporal patterns, and CNN 

extracts spatial information from domain name data. When compared to Bigrams, LSTM, GRU, 

and LSTM-GRU models in trials, the CNN-GRU-Attention model demonstrated better 

convergence and higher accuracy in identifying harmful domains. 

Sushma et.al. [4] explains that data security has been a key problem as digitalization 

increases, with phishing being a significant cyberattack that takes advantage of personal 

information. This study suggests a technique that employs distinctive URL characteristics to 

differentiate between authentic and phishing websites in order to stop consumers from visiting 

fraudulent websites. Support Vector Machines and Random Forest are used for categorisation. 

Web risks including phishing, session hijacking, and cross-site scripting have increased in 

frequency as our reliance on the Internet has grown. Advanced detection methods including 

blacklisting, visual resemblance, and content-based approaches are necessary to stop phishing, 

which deceives visitors into divulging sensitive information through fraudulent websites. This 

work discusses [5] a few studies that focus on particular website categories, identifying whether 

a website is dangerous has become a major research priority due to the growing threat of 

https://ieeexplore.ieee.org/author/37085707929
https://ieeexplore.ieee.org/author/37089635133
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phishing websites. In order to address this, a novel approach is proposed that generates a formal 

concept lattice based on key phrases that represent a website using TF-IDF analysis. 

Khadatkar et al. [6] present a study on detecting phishing websites in the healthcare 

domain using machine learning techniques. This work addresses the increasing phishing attacks 

that target healthcare systems, which are particularly vulnerable due to the medical data because 

it is confidential and more important. This work also highlights that traditional rule-based 

detection methods frequently fail because they are unable to adapt to changes in phishing 

techniques. 

This work [7] is a stacking technique using four base learners suggested as a solution to 

the problems of low accuracy and high computing complexity in phishing website detection. 

This technique turns website HTML into a multi-dimensional vector by using an HTML string 

embedding feature driven by the Transformer model. Phishing detection is improved by 

combining these embeddings with enhanced URL characteristics. The approach demonstrated 

a remarkable 98.52% accuracy and an F1 score of 98.81% when tested on a dataset consisting 

of 100,000 samples. Performance was significantly improved by using HTML string 

embedding as opposed to depending only on URL characteristics. 

This proposed [8] phishing technique is a popular method used to trick people into 

divulging personal information through phony websites. Given that the proliferation of internet-

based gadgets has rendered online financial transactions susceptible to a various attacks, the 

goal of this project is to categories phishing sites using machine learning techniques. Phishing 

events have been exacerbated by the COVID-19 pandemic, as hackers increasingly pose as 

trustworthy websites to steal user information. This study helps to rebuild public confidence in 

online security by examining a variety of machine learning techniques and presenting a highly 

accurate strategy for identifying phishing websites. 

This methodology [9] recognizes that sensitive user data, such as passwords and credit 

card numbers, is seriously at risk from social engineering attacks, especially phishing websites. 

The goal of this study is to apply machine learning techniques to detect and examine the coding 

patterns of phishing websites. In order to ensure that only complete data entries were included, 

the study used HTML content from about 29,000 phishing websites gathered from PhishTank, 

in addition to a dataset of 36,000 real websites. After analysing 10,800 website source codes, 
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the Random Forest model showed exceptional performance, detecting phishing websites with 

an accuracy of 94.16%. 

This process [10] explains the rapid shift of customers from traditional shopping to e-

commerce as a result of the Internet's explosive expansion. However, thieves are now utilising 

cyber methods, such as phishing, to trick victims into disclosing important information through 

phony websites instead of actual robberies. 

 Existing System 

Phishing is one of the most common types of social engineering and cyber-attacks. 

These attacks are used by cybercriminals, obtain individuals' information. To protect 

themselves from phishing websites, users should know how they work. Maintaining a blacklist 

of known phishing websites is beneficial, but it first depends on the identification of the 

phishing site. Successful prevention depends on early detection of phishing sites, and between 

various strategies, machine learning and deep neural networks have proved to be particularly 

effective. Nevertheless, many internet users still come to phishing attacks and inadvertently 

divide personal information. Phishing websites, who mimic reliable URLs and webpages in an 

attempt to achieve the confidence of visitors, are a common social engineering strategy. 

 Proposed Methodology 

4.1   Dataset 

Dataset Size: 11,000 URLs (public repositories like PhishTank and OpenDNS). 

Key Features Extracted: 

• URL Length 

• Number of dots/special characters 

• Presence of IP Address 

• Age of domain 

• SSL Certificate 

• Use of '@', '-', '//', etc. 
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Optimal Feature Vectorization Algorithm (OFVA) is used to reduce redundancy and 

improve learning. 

4.2   Mathematical Model 

Feature Selection using XGBoost 

To improve model performance and reduce overfitting, XGBoost was employed to rank 

and select the most important features. 

XGBoost: 

Objective Function: 

Obj = ∑  

𝑛

𝑖=1

𝑙(𝑦𝑖, 𝑦̂𝑖) + ∑  

𝑘

Ω(𝑓𝑘) 

where, 

Ω(𝑓) = 𝛾𝑇 +
1

2
𝜆‖𝑤‖2 

XGBoost outputs feature importance scores, from which the top-ranked features are 

selected and passed to the next module. 

• Back Propagation Neural Network (BPNN): 

The final selected features are used to train a BPNN for phishing detection. BPNN is a 

multilayer feed-forward neural network trained using the backpropagation algorithm. 

1. Input Layer: One node per feature (e.g., 8–10 nodes) 

2. Hidden Layer(s): 1–2 layers with ReLU activation 

3. Output Layer: Sigmoid activation for binary classification (phishing or legitimate) 

• Forward pass: 

𝑍 = 𝑊 ⋅ 𝑋 + 𝑏, 𝐴 = 𝜎(𝑍) 

• Backward pass (error calculation and weight update): 
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𝛿 = (𝑦pred − 𝑦true ) ⋅ 𝜎′(𝑍)

𝑊 = 𝑊 − 𝜂 ⋅ 𝛿 ⋅ 𝑋
 

4.3   Feature Extraction 

Ten crucial lexical and host-based features were extracted from each URL to form a 

comprehensive feature vector as shown in Table 1. These features are designed to capture key 

patterns often associated with phishing behavior: 

Table 1. Feature Extraction 

Feature Description 

URL Length Longer URLs often indicate obfuscation 

Number of Dots Multiple subdomains used to deceive users 

Presence of IP Address Usage of raw IPs instead of domain names 

Presence of HTTPS Secure sites use HTTPS 

Use of '@' Symbol Redirect attempts using @ 

Presence of ‘//’ After Domain Hidden redirections 

Use of Hyphens Common in spoofed URLs 

Domain Age Phishing domains are often recently registered 

URL Shortening Service Use of services like bit.ly 

Suspicious Words “login”, “verify”, “secure”, “banking”, etc. 

 

4.4   Architecture 

The proposed system aims to develop several identification mechanisms, including 

rules-based systems, equality-based approaches, blacklists, and machine learning techniques, 

to protect users from phishing attacks. A comprehensive review of literature indicates a machine 

learning-based solutions are very effective in preventing zero-day attacks. The project focuses 

on implementing the Machine Learning-based phishing detection system by analyzing the URL 

for fast detection without relying on external services or blacklist updates.’ Figure 1 shows the 

proposed workflow diagram. 



                                                                                                                                                                                                                    Leonika S.V., Nagarajan VR. 

Journal of Soft Computing Paradigm, June 2025, Volume 7, Issue 2  151 

 

 

Figure 1. Proposed Workflow 

4.4.1   Dataset Acquisition 

The purpose of this step is to collect information from many sources, including reliable 

and phishing websites. The dataset, which can be created manually or obtained from a public 

repository, should include a variety of characteristics that help differentiate between reliable 

websites and phishing efforts, as shown in Figure 2. 

 

Figure 2. Dataset Training Feature at Disclosure Model 
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4.4.2   Pre-Processing 

To prepare it for additional analysis, the collected data is now organized and processed. 

During this process, duplicate entries should be abolished, any missing value should be filled, 

and the data format should be preserved. The preparation for further analysis requires efficient 

pre-processing. 

4.4.3   Attribute Extraction 

The main goal of this module is to detect and eliminate important elements from the 

URL. The age of the domain, URL length, asymmetrical character frequency, SSL certificate 

appearance, and any possible suspected keywords are all important factors. These indicators are 

important for separating legitimate websites from phishing. 

4.4.4   Classification 

To classify the URL as either authentic or malicious, this phase employs many machine 

learning techniques. For this classification function, techniques like backpropagation neural 

networks (BPNN) can be applied. 

4.4.5   Testing and Training 

The dataset has two parts: e training and testing. Models are created using the training 

sets, and their efficacy is evaluated using the test set. This analysis is necessary to determine 

the impact of phishing and to evaluate the accuracy, memory usage, and performance of the 

model. 

4.4.6   User Access 

This part involves developing a user interface that allows users to submit URLs for 

review. Depending on the results, the system assesses the input URL and provides a response 

indicating whether the URL is classified by the classification model as valid or phishing. 
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4.5   Workflow 

• Input Layer: 

Neural networks are fed selected dataset features (eg URL length, special characters, 

SSL certificate appearance, domain age, etc.) in input layer, which is the initial stage 

of the process. There is an input node for each feature.  

• Weight Arranging:  

First, a random weight is assigned to the connection between the input and hidden 

layer nodes. This weight defines the degree to which it affects the latter layer of input.  

Forward Propagation: At this stage, the input data is transmitted through the network. 

The input is processed through hidden layers, which, after their respective load, use 

relay activation function. This helps the network find complex relationships in the data.  

• Output Layer:  

After obtaining the end result from the hidden layer, the output layer predicts whether 

the URL is phishing (1) or valid (0). This prediction is based on network calculations 

using input features.  

• Calculation of Errors:  

The desired result is the opposite of the classification (phishing or valid). The network 

makes better estimates in the future using the error, which is calculated by comparing 

real and expected outputs.  

Backpropagation: To reduce future prediction errors, the error is communicated 

backward through the network, changing the weights. In this process, the weights are 

progressively modified in response to the error using the known adaptation approach 

as a gradient decent. 

 Results and Discussion 

The assessment of the hybrid model designed to detect phishing websites using general 

performance indicators is shown in this section. A labeled dataset of both authentic and phishing 

URLs was used for testing. XGBoost was used for feature extraction and selection, and the back 
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propagation neural network (BPNN) was used for classification. To clarify the efficacy of the 

suggested method, the results were compared with baseline classifiers such as support vector 

machine (SVM) and standalone BPNN. 

Tools & Environment Used 

• Platform: Python 3.9, Scikit-learn, NumPy, Pandas, Matplotlib 

• Hardware: Intel i7, 16 GB RAM, Windows 10 

• Dataset Size: 11,000 URLs (5,500 legitimate and 5,500 phishing) 

• Data Split: 80% for training (8,800 URLs), 20% for testing (2,200 URLs) 

Preprocess by dataset abolished duplicate and missing entries. Ten major features were 

extracted from the URL, with the length of the URL, "@," https, domain age, and the use of IP-

based URL. Before sending it to the BPNN classifier, the top-demonstration features were 

selected using XGBoost. 

Confusion Matrix Analysis 

 

Figure 3. Confusion Matrix Analysis 

Figure 3 shows that the system missed only 30 phishing URLs and incorrectly identified 

40 regular URLs as phishing. This low error rate suggests how reliable the model is in practical 

situations. The real -time URL analysis was implemented using the learned model. phishing 

links such as http://secure-PAYPAL-clogin.com were correctly identified with 98% confidence 

during testing.  
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The size, learning rate and ages of the hidden layer of the BPNN were adapted using 

grid search and 5-fold ross-validation. The optimal setup produced results that were coordinated 

and repeatable.  

• Hidden layers: 2 

• Neurons per layer: 64 

• Learning rate: 0.01 

• Epochs: 100 

• Activation: ReLU (hidden), Sigmoid (output) 

This ensured the model was neither overfitted nor undertrained, contributing to its 

strong performance across metrics. 

Evaluation Metrics: 

The performance of classification using the following metrics was evaluated:  

• The percentage of accurately   anticipated cases (both phishing and legal) is known 

as accuracy.  

• The proportion of accurately anticipated phishing URL for all expected phishing 

URLs is known as precision.   

• The percentage of real phishing URL that were accurately identified is known as 

recall (sensitivity).  

The overall classification is indicated by the balanced F1-score, which accounts for both 

precision and recall.  

 Accuracy =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁

 Precision =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
,  Recall =

𝑇𝑃

𝑇𝑃 + 𝐹𝑁

𝐹1-Score =
2 ×  Precision ×  Recall 

 Precision +  Recall 
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Where: 

TP: True Positives (Correctly detected phishing) 

TN: True Negatives (Correctly detected legitimate) 

FP: False Positives (Legitimate flagged as phishing) 

FN: False Negatives (Phishing missed) 

Table 2. Performance Analysis Results 

Model Accuracy Precision Recall F1-Score 

SVM 91.20% 90.50% 89.30% 89.90% 

BPNN 94.80% 93.20% 95.00% 94.10% 

XGBoost 95.30% 94.50% 96.00% 95.20% 

Hybrid 97.50% 96.80% 98.20% 97.50% 

 

 

Figure 4. Performance Analysis Results 

The hybrid model performed significantly better than traditional techniques, particularly 

in accuracy and recall, as can be seen from the above Table 2 and Figure 4. Better learning and 
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classification resulted from the integration of XGBoost, which successfully reduced the noise 

in the dataset and improved the feature set sent to BPNN. 

 Conclusion and Future Enhancement 

Finally, Back Propagation Neural Network (BPNN) and XGBoost in the hybrid 

approach, the proposed phishing identification system shows remarkable efficacy in identifying 

the phishing space. Depending on the analysis of several parameters, the technology displays 

an excellent 97.5% accuracy rate in differences between reliable websites and phishing sites. 

By merging different machine learning techniques to reduce false positives, the hybrid model 

showed that it could reduce false negatives. Because it can identify threats in real time and is 

independent of other blacklists, this system serves as an add-on to help users protect against 

phishing attacks. For further development, many forms of enrichment can be adapted.  The 

model can achieve continuous learning and can be suited to new phishing strategies   by 

integrating real -time data updates. To improve accuracy even more deep learning techniques 

or additional strategies can be applied. Using more diverse URLs and using natural language 

processing (NLP) methods to verify webpage content can also provide deeper insight into   

phishing activity. Extending user access by developing a browser extension or mobile 

application that allows users to receive warnings about real-time phishing threats is also 

recommended. 
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