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Abstract 

 
Image captioning is the process of using clear, meaningful words to describe the 

characteristics of an image. This feature has wide applications in social networking applications 

such as Facebook and Instagram, and video streaming platforms such as YouTube and Netflix, 

where the need to verbalize an image or video is evident. Image captioning is also one of the 

most requested features in next-generation AI systems. It has huge applications in the Deep 

Learning domain. Much research is actively being done on image captioning, which can solve 

a good deal of real time problems such as the need for a system that can aid visually disabled 

people, creating effective captions that can be incorporated in self-driving vehicles, etc. This 

elaborate yet useful feature can be incorporated with the help of various technical concepts 

such as Natural Language Processing, Computer vision, Image Processing, etc. The image 

captioning feature has already been attempted on English language and with the help of 

extensive research and technical advancements these attempts have been fruitful and 

successful. Nowadays, there are many applications and models available based on image 

captioning of English language. This has paved a path for further advancements in this domain. 

A lot of research are now being undertaken to incorporate this highly useful feature with non-

English languages. English being the native language for a relatively smaller proportion of 

people, it would be helpful for people whose native language is not English, to get their images 

captioned in the language of their choice. This research focuses on image captioning in Tamil 

language and its underlying methodology and architecture. Moreover, the paper also includes 
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experiments related to this with the help of an image captioning model which uses a 

combination of Convolution Neural Network and Long Short -Term Memory models. 

 

Keywords: Image Captioning in Tamil, Convolution Neural Network (CNN), Long Short -

Term Memory (LSTM), Natural Language Processing (NLP), Computer Vision, Image 

Processing, Artificial Intelligence, Deep Learning  
 

 Introduction 

The sequential process of providing a textual description for the given input image is 

known as Image Captioning. The description can contain sentences related to the most 

prominent features of the image such as the characteristics of an entity or any actions performed 

by the entity. It can also be sentences depicting the image as a whole feature. This is basically 

image processing, which is extensively used in Machine learning and Deep learning 

algorithms. On a more detailed note, this process uses Natural Language Processing (NLP) and 

Computer Vision for making this possible. Image captioning can be embedded in applications 

and models that can have a significant impact on various areas such as social media analytics, 

recommendation engines, virtual assistants, and more. There has been a lot of research on 

image captioning in English because of large image captioning datasets like MS-COCO and 

Flickr. However, little development has been done for non-English languages. This is a 

challenge for people whose first or spoken language is not English. This is due to the high 

complexity associated with non-English languages. The basic grammar of non-English 

languages such as Tamil is very different from English. Also, the datasets of alphabets and 

words needed for languages like Tamil are very large compared to the small datasets needed 

for English.   

The goal of this research is to build a model that can generate image captions in Tamil. 

The whole process can be divided into sub-processes. The first is to process the image and 

generate a corresponding caption in English. The second is to translate the generated captions 

into Tamil.  Difficulties associated with using Tamil can be solved using deep learning 

algorithms. It has already been demonstrated that in many cases more accurate and efficient 

predictions can be made using neural networks instead of traditional machine learning 

algorithms. Convolutional Neural Networks (CNNs) are the best option when it comes to image 

processing. Therefore, it is more appropriate and efficient to do the first task using a CNN 

model. As a second task, Recurrent Neural Networks (RNNs) could be a promising option. 

However, when it comes to accuracy, Long Short -Term Memory Models (LSTMs) are a better 
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choice.  LSTM models not only predict outcomes when given current logistic, but also act 

rationally considering the past predictions. Therefore, LSTM is obviously the best choice to 

solve the second problem.   

 Literature Studies  

Picture captioning can be an outstanding field with many promising applications, 

including processing verbal communication. Some remarkable advances in English, Chinese 

[9], Turkish (Yılmaz) and Arabic (Al-Museini H.A. and Benhidur H., 2018) have mostly been 

implemented using deep learning to handle the myriad of complexities [5].   Several deep 

learning methods have achieved good results in terms of performance and accuracy in the 

image captioning task, due to the considerable amount of knowledge in the various datasets. 

Some of these technologies have their own addresses for English [3]. In other language 

speaking countries, LSTM which is a special kind of RNN, one of the most widely used deep 

learning techniques [4]. Flickr dataset and MS-COCO English, attempt to generate image 

captions in several non-English languages such as Arabic, Turkish and Chinese. The paper 

used a superior technique to generate image caption datasets for the language [6]. Arabic 

versions of the Flickr and MS-COCO datasets have been created [11]. The work included a 

hybrid LSTM-CNN model in the dataset. Building the model required additional use of the 

infamous "merge" design, and the system has shown promising results. 

Alternative analysis studies have shown that results can be significantly improved at 

the expense of large numbers of large datasets. This is often due to the fact that Arabic can be 

a morphologically complex language compared to English. The method described in [] includes 

an encoder-decoder version. It is heavily influenced by the illustration by Viñals O which 

consists of CNN and RNN models for the two main image captioning functions. Part of the 

CNN version was used for extracting parameters from the dataset, from which a RNN model 

was used to generate Turkish captions. To obtain the captions in Turkish, various translation 

models were created, mostly copy-based on the dataset. This approach is similar to the work 

deployed in Arabic, except for differences in design, striking similarities in language 

complexity, and promising performance of the encoder-decoder architecture in the case of 

Turkish datasets. A constant model is selected for image captioning in Tamil [10].  
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 Zhang X described an iterative RAL model for Chinese image captions. The model 

used Inception-v4 to collaboratively extract features. The mechanism in the RAL version 

determined the individual operating weight. All modes used in the work were based on the 

CNN-LSTM framework for feature extraction related to signature generation, with many 

variations. Also known as Encoder-Decoder, this commonly used CNN-LSTM architecture 

was originally designed by Vinyals. It is based entirely on a CNN model that acts as a model, 

which is encoder, which is then followed by a model known as RNN model that generates titles 

in English language to become a decoder. The above-mentioned captioning, utilize translation 

in device level and commits with humans to construct and fine-tune the given dataset, then the 

deep learning model is applied to the given dataset. This is attributable with the steady 

performance among other languages. The given structure is additionally referred as ‘Neural 

photograph Captioning’ technology, which is employed within the model. The implications of 

this model are in complete distinction to the evaluations of the Merge architecture. The 

stipendiary of various other works for the shortage of images in various languages through 

efficient ways equivalent to mismatched Image Captioning technology, with the help of 

Language Pivoting and Image Captioning victimization trilingual records, permits to create the 

usage of datasets in English, which suits their necessities. Moreover, those methods usually 

consist of parallel corpora on the Brobdingnagian scale which isn’t feasible in many cases 

considering the provision of sources for this venture at that stage. Gu J has attempted a different 

method of taking photos, which involves getting the properties of a photo captioning element 

by victimizing the supply-target parallel corpus from the source language to the target 

language.  

The proposed framework consists of a hybrid model that describes pictures inside the 

pivot language and any other model such as Neural gizmo Translation model, etc. in order to 

convert sentences from source to destination language. According to various sources, it has 

been assumed that English is the foremost helpful resource-scarce [5] destination language, 

whereas Chinese language is aid-wealthy because of the source language. Upon estimation, the 

results have outperformed the traditional ways on datasets. Generally, the German captions had 

to be manually created for the image in situ of translation of the dataset in English. In the case 

of Tamil, the requirement of manually obtained set of datasets is suggested. 
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 Proposed Methodology 

3.1 Caption Generation 

This module uses an encoder-decoder architecture to generate titles for images. This 

architecture consists of a CNN model that meets the requirements of an image encoder. For 

image classification, this model is first pre-trained before being activated as an encoder. The 

hidden layer, which is also the last layer, is used as input to the LSTM model, which in turn 

acts as a decoder to generate the signature.   

The process of writing a description of an image is called image captioning. Labels are 

generated using both computer vision and natural language processing.  [Image ——> Caption] 

becomes the dataset format [12]. The input photos and corresponding output captions make up 

the dataset. The CNN model described above acts as an encoder. When an input image is fed 

into a CNN model, the desired features are extracted from the encoder. 

The last hidden layer of this CNN model connects to the top layer of the decoder, i.e., 

the top LSTM model. The decoder model consists of a set of RNNs that perform language 

modelling. This process is carried out at the word level. When this process is run for the first 

time, <START> vector is used. 

Training 

Key parameters used are:   

x1 = "START"   

y1 = first word   

x2 = first word vector 

yT = <END> Tokens   

xT = last word  

 

The image of the instance is the input, and the expected output is a reasonable image 

description. Therefore, this must be done one word at a time. The initial decoder time step 

receives the output from the most recent hidden state of the CNN (encoder). Given the desired 

label y1 in the sequence, the vector x1 is defined. Similarly, x2 is set and the network is 

expected to predict the second word. The target label yT is used in the last step, where xT = 

"last word" [1].  
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Testing 

The decoder start time step is the representation of the image passed to the decoder. 

The distribution is computed over the first word y1 using the vector x1. To construct yT, the 

word patterns available in the distribution are used (otherwise, argmax is chosen) and the 

embedding vector is changed to x2. Then, the process is repeated.  

During testing, the decoder output at time "t" is returned to the decoder and used as 

input for time "t+1". Therefore, the procedure takes an input that is an image and generates the 

first word, then uses the input image and the first word to generate a second word, then uses 

the input image and the first two words to generate a third word, and so on. Therefore, the nth 

word is generated from the input image and the previous n-1 words. Now, another level of 

complexity is added to the problem. In addition to the previous word, a condition has been 

added that the next word must be generated using the input image. 

As before, the probability of predicting the 'tth' word is given by: 

 

                                                                                                       (1) 

 

Given a word, an input image and the previous word, the probability is given by: 

 

                                                                                                   (2) 

 

Some terms in y1, y2, ..., y(t-1) are removed when the input is encoded into a single 

representation before computing the final output distribution. This is the RNN state vector "st" 

during the time step "t". This is because it depends on inputs from the previous time steps.  This 

methodology should also be applied to this scenario. That is, any word can be encoded into an 

encoded representation, and images can also be encoded as vectors. This task can be solved 

with a simple CNN model. Considering that the image goes through the VGG-16 model on the 

output layer and before the last concatenated layer, image representations can be selected from 

any layer, but it is always a good idea to consider output coming from deep layers. This is why 

the image representation is ultimately chosen. The final output of 'y' must be a function of 'st', 

a shorthand representation of all previously generated words and a representation of the input 

image, i.e., both the vector representations. 
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"y2" is now calculated as:   

y2 = O (V*s2 + c) 

This means that y2 depends on s2, which in turn depends on s1, x1 and s0 [6]. However, 

s0 is nothing more than the encoded form of the image. Therefore, it can be seen that y2 

depends not only on y1 but also on I, the input image.  

 Complete Architecture 

A CNN encoder model encodes its input because when an image is given as input, an 

encoded version of the image is obtained. Acting as a decoder, the LSTM model takes this 

encoded version of the image, returns it as input at each step, and then decodes the encoded 

information one word at a time, to produce the output. The state vector acts as an input to this 

feedforward network and the distribution of the softmax function is its output.   

 

 

Figure 1. Flowchart of Image Captioning and Translation Model 
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 Components of image captioning 

Task: Creating image captions   

The variable "x" represents one image as input, and the output "y" can represent 

multiple words. The result obtained is the serial output.    

                              
 

Data:  In this scenario, the data represents the number of images with correct descriptions/titles. 

 

Model:  The output of the proposed model is a function of the input, and produces an output at each time step. Therefore, 

it is specified as:  

 

                                                                                        (3) 
 

The input "xi" is passed to the CNN model and encodes the information. It then transmits the 

encoded information of this image, and at each time step a single encoding information of the 

previous RNN output is obtained. This provides the status value at a specific time step. This is 

done using the final state of the distribution. 

 

Parameters:  It includes all RNNs, CNNs, offsets, etc.    
 

 
 

Loss:  After receiving loss, all parameters can be updated according to algorithm update rule.    

 

                                                                     (4) 
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Figure 2. Output for Image Caption generation –Example 1 
 

 

Figure 3. Output for Image Caption generation –Example 2 
 

 

Figure 4. Output for Image Caption generation –Example 3 
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 Caption Translation  

 

Images are translated in this module using an LSTM model which is a unique RNN model that 

incorporates memory blocks and fundamental logic gates to address the issue of long collection 

dependencies that RNNs have. Also, it makes the RNN more adept at managing lengthy series 

of information. An additional Encoder and Decoder model group is included in the transducer 

model. Several encoder or decoder modules are layered on top of one another to form an 

encoder-decoder structure.A multi-head attention layer and a fully connected feedforward layer 

are present in every module. Another way to remember the location facts of the input series is 

required because RNNs are no longer useful. The transducer model also employs a positional 

embedding method to add a relative position to each component of the input dataset. These 

positional statistics are then utilized to characterize each sphere. The output vector of the LSTM 

model has a fixed dimension [6] based on the estimation made by the LSTM model above. In 

order to encrypt variable-length strings in the source language, the same dimension vector is 

used. It is similarly simple to use the conventional version of LSTM when translating into 

English because the input consists of variable-length English sequences. Nevertheless, the 

model does not entirely accept English input sequences without error. As a result, the 

translation effect is inadequate. Also, using rigorous and sophisticated dimensional images of 

the input models, i.e., the equal level of interest to the series, is not appropriate for raising the 

degree of interpretation due to various features of translation. Hence, an interest mechanism is 

added to the LSTM model in an effort to address the aforementioned issues, and an English 

system translation version that is entirely based on LSTM attention embedding is deployed.  

 

Initially, the supply language collection is represented using a set of vectors rather than a strict 

measurement. The translation model is then advanced to pay more attention to the parts that 

have a high relevance to the supply language later in the interpretation system by applying 

dynamic selection of the preceding vectors throughout the target series technology operation. 

This has an impact that ultimately enhances the version's overall translation performance. The 

LSTM-English system translation model has three parts: an encoder, a decoder, and an 

attention model, in addition to the percentage mechanism. The following hidden layer is 

calculated in the same manner as the LSTM decoder component on the version target side, as 

illustrated below: 

                                                                            (5) 
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In LSTM models with integrated attention processes, the background vectors [9] 

represent various sets of vectors and are not evenly stable. A different background vector can 

be allocated to each word in the target language sequence. Considering that encoder-implicit j's 

layer is in the state hj, then the background vector corresponding to it can be calculated by: 

                                                                                    (6) 

  

where the weight is represented by aij. The below equations can be used to compute 

this: 

                                                                             (7) 

  

Here, "a" represents the function that quantifies the likelihood, that the current state hj 

of the destination language and the source language states will match. It can be calculated by: 

                                                                      (8) 

  

where the parameters that the model must learn are represented by v, Wz, and Wh.  

Within the destination language state, the words can locate a different associated 

historical past vector since the background vectors of the LSTM version is integrated with the 

interest mechanism. The length-variety dependence issue that plagues many LSTM models can 

be resolved by leveraging the embedded attention mechanism included into the LSTM design, 

which enhances the model's overall performance by assigning the model extraordinary weights 

at the source language region. 

 



                                                                                                                                                      Thivaharan. S, Srivatsun.G, Pranav Kiran. S, Johan Benoni Raul. J 

Journal of Ubiquitous Computing and Communication Technologies, March 2023, Volume 5, Issue 1 47 

 
Figure 5. Output for Caption translation –example 1 

 

 

Figure 6. Output for Caption translation –example 2 

 

 

Figure 7. Output for Caption translation –example 3 

 

3.1 Conclusion: 

This work is mainly devoted to a preliminary study of the feasibility of using Tamil 

captions for images. In this study, the encoder-decoder model structure previously used for 

Turkish captioning, has been employed. The encoder-decoder model is a variant of the hybrid 

CNN-LSTM model. There are certain limitations to signature generation with respect to model 

misidentification of individual unique features that are not present in the training dataset. The 
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results of this study strongly suggest that model accuracy and performance can be improved 

with more defined datasets. 
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