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Abstract 

Driver drowsiness is a major hazard to road safety, necessitating the development of 

reliable detection technologies. This study describes a revolutionary driver fatigue detection 

system that uses cutting-edge computer vision technologies. This system uses the MediaPipe 

framework for accurate face and hand detection and the Eye Aspect Ratio (EAR) for 

drowsiness detection. Furthermore, it uses the OpenCV solvePnP function for estimating 

rotation vector, and converting it to a rotation angle of the head, to check driver attention. By 

continuously monitoring these indicators, when the system successfully detects any instances 

of driver tiredness or inattention, it records his or her behavior and delivers notifications to 

help prevent accidents. This study helps to improve road safety by utilizing cutting-edge 

computer vision techniques to prevent driver fatigue and boost attentive driving practices. 

Keywords: Fatigue detection, Eye aspect ratio, Drowsiness detection, Head pose estimation, 

Hand detection, Mediapipe 
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 Introduction 

In today's fast-paced environment, driver fatigue and inattention are the major threats 

to road safety. To solve these issues, an innovative Driver Fatigue Detection System was 

created, this system uses advanced framework like Mediapipe to detect faces and hands. To 

assess drowsiness, the system uses the eye aspect ratio (EAR), a measure derived from eye 

landmarks, by analyzing variations in the EAR over time, it can consistently recognize 

indicators of tiredness, such as drooping eyelids or extended eye closure. It uses the solvePnP 

function provided by OpenCV to estimate the driver's head pose by transforming the rotation 

vector into a rotation angle. This makes it possible to precisely track head tilt and movement, 

which enables the system to identify unusual behaviors that could be signs of driver 

distraction or tiredness. Upon detecting signs of drowsiness, one-handed driving, or 

inattentive behavior, the system sends alert signals to the driver via TCP socket 

communication. Simultaneously, it records video footage of the driver's behavior, storing it 

on a server for further analysis and as evidence for vehicle owners.  The Driver Fatigue 

Detection System not only improves road safety but also opens the way for further 

advancements focused on reducing the effect of driver fatigue. 

The methodology employed in this system is significant for several reasons. The 

ability to process data and generate alerts in real time is crucial for preventing accidents. 

Immediate feedback to the driver can prompt corrective actions, significantly reducing the 

risk of accidents caused by fatigue or inattentiveness. The integration of face, eye, and hand 

detection allows for an assessment of driver behavior. This multi-faceted approach ensures 

that various forms of distraction and inattention are identified and addressed 

comprehensively. Recording video footage of detected behaviors provides valuable evidence 

for vehicle owners or fleet managers to review incidents. This promotes accountability and 

can be instrumental in post-incident analysis and driver training programs. While the Driver 

Fatigue Detection System represents a significant improvement in road safety, it is critical to 

recognize its limits and areas where more research is needed: Poor lighting conditions, 

occlusions of facial features or hands, and variances in individual behavior can all cause 

mistakes in fatigue detection. Improving the resilience of the algorithms to reduce false 

warnings while retaining high detection accuracy remains a major challenge. The use of facial 

detection technology and the recording of driver behavior creates serious privacy concerns 

about the acquisition and storage of sensitive data. There is a need for clear norms and 
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guidelines to protect individuals' privacy while also ensuring the system's efficacy in 

preventing accidents. There is a need for thorough ethical frameworks to govern the 

development and deployment of these systems, ensuring that driver safety comes first while 

protecting individual rights and freedoms. 

 Related Work 

Fatigue-related accidents continue to be a major concern on the world's roads. 

Automotive manufacturers and academic researchers have made significant efforts to develop 

driver monitoring systems for both manually driven and semi-autonomous cars. These 

systems primarily try to detect driver inattention and fatigue by focusing on factors such as 

gaze, eye appearance, hand [11], and head movements [8] within the vehicle. Recent advances 

in computing technology and artificial intelligence have dramatically improved the 

performance of these systems. Several approaches have been proposed to identify sleepiness 

signals early, including image-based, biological-based, vehicle-based, and hybrid-based 

methods [6]. Notably, research has presented novel frameworks for head posture prediction, 

which use facial landmarks and prominent features to reliably predict head orientation [7]. 

Furthermore, strong models, such as MFDNet, have been developed to estimate head 

positions from RGB images, resulting in increased accuracy and reliability [9]. Vision-based 

hand pose estimate, aided by models such as Google's hand recognition model, provides 

further insights into driver behavior, allowing for the examination of anticipatory movements 

during driving maneuvers [10]. Furthermore, driver fatigue monitoring systems that use EAR 

thresholds and head pose estimate algorithms have been proposed, including real-time alerts 

and corrective steps to maintain driver attentiveness [12-13]. Recent breakthroughs include 

principled gaze detection systems that use convolutional neural networks to combine head 

and eye motions for precise gaze estimates [14]. 

These improvements collectively help to enhance road safety by addressing driver 

fatigue and inattention, therefore reducing the likelihood of accidents. 

 Proposed Work 

For driver fatigue detection this system harnesses the power of several powerful tools 

to achieve accurate and reliable results: 
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MediaPipe: Developed by Google, MediaPipe is a versatile framework that provides 

pre-trained models adapted to diverse computer vision workloads. Using MediaPipe, the 

system gains access to advanced features like facial mesh and landmark detection, as well as 

the ability to recognize hand landmarks. By combining these capabilities, this system can 

accurately capture facial features and hand motions in real-time, which is critical for assessing 

the driver's state and detecting indicators of sleepiness or inattention [3]. 

OpenCV: This open-source computer vision library provides essential features such 

as video capture, rotation vector calculation, and the production of informative visual cues 

[4]. 

 

Figure 1. Flow Diagram of Driver Fatigue Detection System. 

As shown in Figure 1, the Driver Fatigue Detection System receives packets from the 

client side if it gets the packets it continues to read the frame using the OpenCV module, this 

system first detects the face in each frame using 'Mediapipe face solution' (see 3.1)  if it detects 

face it continues to track driver's hand using 'Mediapipe hand solution' (see 3.4), head 

movement using cv2.solvePnP function (see 3.3) and drowsiness using EAR equation (see 
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3.2) of the driver, if driver meet any of these conditions this system start to send alert signals 

and start recording drivers behavior (see 3.5) on server.  

3.1 Face Detection 

This module detects the driver's face by using a MediaPipe solution, if it detects any 

face it returns 468 landmark points on the face. MediaPipe discusses the Face Mesh Pipeline 

is composed of two real-time deep neural network models that work together: A detector that 

uses the entire image to compute face positions, as well as a 3D face landmark model that 

uses those sites to forecast the approximate 3D surface using regression. Accurate cropping 

of the face significantly decreases the requirement for typical data augmentations such as 

affine transformations, which include rotations, translations, and scale modifications. Instead, 

it enables the network to devote the majority of its resources to coordinating forecast accuracy 

[1][3]. 

3.2 Drowsiness Detection 

Continuous driving can be tedious and tiring. Due to a lack of body movement, drivers 

may feel sleepy while driving.  This system determines whether the eyes are closed for an 

extended period. Because this module focuses on driver drowsiness detection, it only uses 

landmarks from the eye areas. MediaPipe detects 32 landmarks for eye regions (16 each). To 

determine whether the eyes are closed, EAR calculation requires only 6 points for each eye.   

Equation 1. Eye Aspect Ratio (EAR) Equation, EARL for the left eye, EARR for the 

right eye. 

 

Equation 2. Average Eye Aspect Ratio (EAR) Equation 
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For the left eye, the points are [362, 385, 387, 263, 373, 380], and for the right eye, 

the points are [33, 160, 158, 133, 153, 144]. These landmark points are sequentially labeled 

as P1, P2, P3, P4, P5, and P6. The average EAR equation returns an average ratio that reflects 

the level of eye-opening. 

 

Figure 2. Eye Aspect Ratio (EAR). 

In the driver fatigue detection system, various parameters are critical in determining 

the driver's level of attentiveness. There is a threshold value that is used to establish whether 

the present Eye Aspect Ratio (EAR) is within an acceptable range, suggesting typical levels 

of eye openness. The drowsy_frames variable serves as a counter, recording the number of 

frames in which the EAR falls below the threshold, indicating potential tiredness or 

inattentiveness. After checking the count of drowsy_frames, the system determines if the 

driver is asleep or not. To discourage eye blinks, the number of drowsy_frames is reset if the 

EAR value exceeds the threshold [1]. 

3.3 Head Pose Estimation 

This module tracks the driver's attention and adherence to road safety protocols. It 

determines whether the driver is focused on the road ahead or distracted by analyzing head 

movement precisely. This functionality is critical in lowering the dangers associated with 

driver inattention, which contributes to improved road safety.  

The key steps in head pose estimation involve several critical processes. First, 

MediaPipe is used for facial landmark detection, identifying key features such as the borders 

of the lips, corners of the eyes, and tip of the nose, which are essential for estimating head 

posture. To solve the perspective-n-point (PnP) problem and estimate the rotation vector using 

3D-to-2D correspondences, the cv2.solvePnP function was used to discover the projection 

relationship, determining the position of a head in a 3D scene using a series of 2D image 

https://learnopencv.com/wp-content/uploads/2022/09/03-driver-drowsiness-detection-EAR-points.png
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points [15]. This function accepts a set of 3D object points and 2D image points, returning a 

rotation vector that represents the object's position and orientation in 3D space. Transforming 

these vectors into meaningful angles allows the system to determine the direction the head is 

facing [2].  

3.4 Hand Detection 

This module plays an important role in improving road safety by recognizing 

occasions where the driver's hand is engaged in activities such as using a phone, smoking a 

cigarette, or eating, which can lead to accidents caused by one-handed driving. It uses the 

MediaPipe solution's capabilities to precisely detect the presence of hands in the vicinity of 

the vehicle. Upon detection, the module immediately provides alerts and commences video 

recording, assuring documentation of any risky activity and permitting early actions to avert 

accidents. 

 

 

Figure 3. Hand Landmarks. 

The hand landmark model bundle recognizes the key point localization of 21 hand-

knuckle coordinates inside the identified hand areas. The hand landmark model bundle 

includes both a palm detection model and a hand landmark detection model. The palm 

identification model locates hands in the input image, whereas the hand landmarks detection 

model recognizes specific hand landmarks on the palm [5]. 

3.5 Recording and Alert System 

When the driver meets any of these criteria: Drowsiness when EAR< EAR_threshold, 

one-handed driving if any hand is detected above steering, or exhibits inattentiveness when 

head rotation away from a forward-looking position, the system activates an alert and 
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recording mechanism. It starts video recording and saves the video in the file system and its 

metadata in the PostgreSQL database on a selected server for future reference [16]. 

Table 1. Recorded Video Metadata Table 

Column Name Data Type 

video_id integer 

file_path varchar 

record_date_time timestamp 

video_length(s) integer 

video_size(MB) double precision 

thumbnail bytea 

 

Table 1 contains metadata for videos recorded by the Driver Fatigue Detection 

System. Each row in the table represents a distinct video recording. The video_id column 

contains unique identifiers for each recorded video, it serves as the primary key. The file_path 

column stores the file path as a string, indicating where the recorded video is saved on the file 

system. The record_date_time column records the exact date and time when the video was 

captured. The video_length column indicates the length of the video in seconds. The 

video_size(MB) column records the size of the video file in megabytes. The thumbnail 

column stores a binary representation of a thumbnail image extracted from the video. The 

thumbnail provides a quick visual reference for the content of the video, aiding in easier 

identification and retrieval of specific recordings. 

 Furthermore, the system uses TCP (Transmission Control Protocol) socket 

connectivity for the receiving video stream from driver and quickly sends alert signals to the 

driver, pushing them to restore focus and attention. This dual capability not only helps the 

driver be aware but also gives critical proof to the vehicle owner, assisting in post-incident 

analysis and accountability. Currently, this system uses visual alert as you can see in figure 

4,5,6. 

 Experiment and Result  
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To build the Driver Fatigue Detection system, the Python programming language was 

used along with the MediaPipe library, OpenCV library, and several other built-in libraries. 

The system was developed and tested on a local machine running Windows OS. The 

experiment was designed to assess the performance of the  system in identifying head position, 

drowsiness, and hand motions in an indoor setting with consistent lighting conditions. A 

webcam was utilized to record live video footage of the driver's face and hands. Participants 

were asked to sit in a stationary seat and simulate driving while being monitored by the Driver 

Fatigue Detection System. Several scenarios were replicated, including periods of 

concentration, occasions of drowsiness, and the use of hands for other tasks such as phone 

calls or meals. Any observed instances of inattention, drowsiness, or hand engagement in 

another task, resulted in a visual alert signal. The system simultaneously records video of the 

driver's inattentive behavior in the file system and saves its metadata on the server, see Table 

1. 

 

 

 

 

Figure 4. Head Pose Estimation 

The Figure 4 showed that the system can accurately predict the driver's head pose in 

real-time. The device accurately recorded head motions and rotations, providing vital 

information about the driver's behavior. 

 

 

 

 

Figure 5. Drowsiness Detection 
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The Figure 5 depicts that Driver Fatigue Detection System correctly identified 

indicators of drowsiness based on changes in the driver's eye movements using Eye Aspect 

Ratio (EAR). The alert signal was triggered when the EAR fell below a predefined threshold, 

suggesting potential drowsiness. 

 

 

 

 

 

Figure 6. Hand Detection 

Throughout the experiment, the system reliably recognized hand motions as shown in 

Figure 6 and other activities such as phone use or eating. When the system spotted such 

behaviors, it generated alerts that highlighted possible distractions for the driver. 

Overall, the trial proved that the Driver Fatigue Detection System is effective at 

monitoring driver behavior and recognizing instances of inattention in an indoor context. The 

acquired video footage and alert signals give vital information for further study and 

optimization of the system's functioning. 

 Conclusion  

When the system detects fatigue or inattentive driving behavior, it immediately 

records the driver's actions and issues an alarm to regain attention, averting potential accidents 

and protecting the safety of both the driver and other road users. The Driver Fatigue Detection 

System is a critical tool for improving road safety by reducing the dangers associated with 

driver fatigue and distraction. Furthermore, the system's future scope looks optimistic, with 

prospective technological breakthroughs paving the way for even more powerful and complex 

solutions. Sensor technology and computational power advancements may allow for more 

compact and cost-effective implementations, making the system available to a broader range 

of cars and drivers. In conclusion, while the Driver Fatigue Detection System has significant 

promise for improving road safety, overcoming its limits will necessitate interdisciplinary 
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research efforts spanning computer vision, machine learning, human-computer interaction, 

and ethics. By resolving these issues, subsequent generations of the system can increase its 

effectiveness and dependability, resulting in a safer driving environment. 
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