Design an Early Detection and Classification for Diabetic Retinopathy by Deep Feature Extraction based Convolution Neural Network
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Abstract- Early identification of diabetics using retinopathy images is still a difficult challenge. Many illness diagnosis techniques are accomplished by using the blood vessels present in fundus images. Many conventional methods fail to detect Hard Exeectes (HE) present in retinopathy images, which are used to determine the severity of diabetes disease. To overcome this challenge, the proposed research work extracts the features by incorporating deep networks through convolution neural networks (CNN). The micro aneurysm may be seen in the early stages of the transformation from normal to sick condition on the images for mild DR. The level of severity of the diabetes condition may be classified by using the confusion matrix detection results. The early detection of the diabetic condition has been achieved through the HE spotted in the blood vessel of an eye by using the proposed CNN framework. The proposed framework is also used to detect a person’s diabetic condition. This article consisting of proof for the accuracy of the proposed framework is higher than other traditional detection algorithms.
1. INTRODUCTION

In diabetic retinopathy [DR], most of the early warning signs and symptoms do not show up. Many medical tests are available to diagnose the disease. One such test is fundus image analysis, in which the experts may assess blood vessels, nerve tissue problems and other necessary items [1]. Diabetes mellitus is a metabolic disease of the body, which is also known as diabetes mellitus, a condition that occurs when the blood sugar levels are elevated. It is chronic and can damage numerous body organs, including the eyes. Diabetic retinopathy is an eye disease caused by excessive blood sugar levels.

It is a disease connected with diabetes and has caused irreversible vision impairment in the human eye [2]. The prediction is most useful in the early stages of diabetic retinopathy. The image of diabetes in the retinal fundus is commonly found [3, 4]. The complete blindness can happen due to Diabetic retinopathy (DR). DR is a progressive procedure and thus the medical experts suggest that people with diabetes should be examined at least twice a year for the indications of the illness. Detection primarily depends on the fact that, in current clinical diagnosis, the visual scientist will analyze the colour picture of the fundus. This detection is time-consuming and tedious, which can also lead to a major mistake [5, 6].

Figure 1 Samples of dataset retinal images
Figure 1 displays a sample set of data-set will different retinal images. Moreover, in certain areas, many DR patients do not diagnose and treat them early and lose their best therapeutically possibilities and have irreversible vision loss [7, 8], due to the absence of healthcare resources. The process can be handled and deferred effectively, especially for the early-stage disorders, if the DR is immediately recognized and treated. The effect of manual interpretation is determined by the experience of the clinician. Misdiagnosis is common when people have not consulted their doctors. [9]. Figure 2 shows the normal and abnormal retina images in a single picture.

![Figure 2](image)

**Figure 2** dataset containing both normal and abnormal retina

Current ICT advancements will have a significant impact on health improvement. Images may be identified and interpreted and further the data representation that supports the measures [10, 11] in integrated computer vision mainly in the context of artificial intelligence [12]. In the field of healthcare, promising outcomes are shown. The profound learning discipline comprises of a layered and data analysis-friendly design. With the increasing complexity of medical imaging, computers can categorize the medical images by employing a wide range of processes such as analysis, recognition, identification, and classification by using a deep learning architecture [13, 14]. It requires a considerable expertise in less privileged sections.

These difficulties can be overcome through the automated diabetic retinopathy grading [15, 16]. A number of techniques have been suggested in this sector, where profound learning seems to yield promising results. Conventional processes such as fluorescence approaches, morphological operations, random forest classification, etc. have been proven to exaggerate deep learning algorithms. However, in order to achieve better results, a large computer power and a dataset repository are required [17, 18].
2. ORGANIZATION OF THE RESEARCH

Structure of this research article is pre-arranged as follows; section 3 delivers recent related works of early detection techniques of diabetic retinopathy analysis. Section 4 provides the idea about methodology for detecting diabetic condition in early stage. Section 5 discusses about obtained results. Section 6 consists of conclusion and future task of our research works.

3. PRELIMINARIES

For diabetic retinopathy analysis, Yang et al. suggested a two-stage deep CNN approach for accurate detection. The algorithm shows the kind of lesions in fundus pictures, while the severity grade of each image is determined. The performance of their suggested method was further enhanced with the use of an uneven weighting map. In EyePACS data, lesion patches of 12K were marked and the grades of pictures of 23.5K were recalculated. The exactness of their method presented was 95.95% [19].

In 2020, Gayatri et al. proposed work on the extraction of Haralick and Anisotropic Complex Wavelet Tree Process (ADTCWT) multiple classifiers are evaluated such as Support Vector Machine (SVM), Random Forest, Random Tree, and J48. And Random Forest has been proven to exceed all other classifications with total accuracy of 99.7 percent. In 2020 Gayatri S. and others recommended a lightweight CNN for the DR categorization from fundus pictures. And the findings analyzed to demonstrate that the suggested extraction technology is superior in conjunction [20, 21].

RaghavVenkatesan et al developed an improved autocorrelogram (AutoCC) color function with low dimensionality in recently [22]. Madhusudan R et al introduced a model by integrating artificial intelligence to identify multi-class retinal disorders. Mindful data is used for training CNN in the suggested model [23].

A Diabetic Retinopathy CAD framework based on fondus photographs employing deep CNN imaging was suggested by shih-jen chen et al in 2020. They proposed a common method to handle the database imbalance training, in which the techniques are employed for weighing the samples at high cost in uncommon classes [24].

For second and fifth category based diabetic retinopathy issues, Gosh et al. built a CNN model based on a collection of 30,000 image data with an accuracy of 95% and a precision of
85% [25]. They used denoising as a pre-processing method. In 2017, Ardiyanto et al. suggested loading a compact Deep-DR-net algorithm in tiny embedded boards. Their profound learning system was designed to allow future embedded low-cost devices to detect high-performance diseases [26].

Many research works have examined and analyzed new state-of-the-art DR colour fondus image identification and classification algorithms by utilizing profound learning approaches. A variety of machine learning approaches, including the Random Forest, the SVM, etc., were employed to improve the literature's performance of DR detection. However, many significant characteristics that might help to identify a DR picture remain to be explored [27].

4. METHODOLOGIES

The deep learning CNN method is one of the powerful tools in detection activities. Recently, this approach is performing efficiently in image data classification, particularly retinal fundus image analysis. This research article proposes the variation of CNN model in the retinal fundus images in order to detect diabetic conditions at an early stage.

Proposed Framework

In our proposed algorithm, the DR is categorized into several stages as follows;

1. No DR
2. Mild DR
3. Moderate DR
4. Severe DR
5. Proliferative DR

This class separation is done through the proposed algorithm at first and then it considers the first stage of DR by mild class. Figure 3 shows the ultimate objective of proposed work.

**Figure 3** Proposed work
Step 1:
Pre-processing of each image in datasets of fundus images

Step 2:
Features extraction

Step 3:
Feature fusion through dense deep
Feature fusion applying through deep features extracted from each image.
The 2 max pooling and average cross pooling can be performed for dense deep valuation. The feature vector is identified and classified through training.

Step 4:
Model training by extracted deep feature

Step 5:
Model evaluation through the validation process

At the early stage, the microaneurysms form on the blood vessels in the eyes from the transformation of normal to abnormal. At the moderate stage, the blood vessel gets swelling in DR. Severity level can be observed abnormal growth of blood vessels. This condition has contained some blockages in the huge amount of blood vessels. Finally, the DR at the last stage is failed the complete vision. This retinal detachment is combined with a huge amount of retinal break leads the vision loss [28]. This early-stage identification is focused to classify the spot of “HE” and concluding the diabetic condition of the patient.

Case 1 The DR is identifying successfully by the proposed framework with the highest accuracy.
Input image of the patients’ needs to check DR conditions that can be done through binary classification approach. The loss is measured through this binary cross-entropy of the object function. Then this class can be labelled as positive or negative based on the conditions.

Case 2 DR severity level prediction can be done through our proposed framework rather than the traditional method

During the process of DR-affected images, the identification understands the level of severity for a better treatment process to optimize the objective function. Figure 4 shows the work flow organization by our proposed framework.
5. RESULTS DISCUSSION

This examination has been conducted by retinal images through modal features that are obtained by our proposed dense deep features of CNN. This evaluation can be compared with existing classification methods. Figure 5 shows identification levels of diabetic retinopathy through confusion matrix.

![Figure 4 Work Flow of Proposed Framework](image)

**Figure 4** Work Flow of Proposed Framework

![Figure 5 The Proposed Algorithm Identification for Different Levels](image)

**Figure 5** The Proposed Algorithm Identification for Different Levels
The performance measures used here are accuracy precision, recall, and F1 score. Newly, this research work has added the another performance metric named accuracy, the accuracy score of the proposed model is defined as,

$$class\, score = \frac{Observed\, accuracy - expected\, accuracy}{1 - expected\, accuracy}$$

Figure 6 Early detection by probability based CNN approach

Figure 6 shows the obtained retinal images with early identification of diseased condition.

The yellow circle shows the HE and it is spotting by our proposed algorithm efficiently through several images where traditional method fails. It is possible to identify an early detection, when CNN is responsible of performing densed deep feature extraction. In general, it is defined as the number of samples that are properly categorized. The expected accuracy we mentioned was 100% accuracy rate. The predicted value is satisfied with very little correction label. The other performance metrics are defined as follows;

$$Accuracy = \frac{TP + TN}{TP + TN + FP + FN}$$

$$Precision = \frac{TP}{TP + FP}$$

$$Specificity = \frac{TN}{TN + FP}$$

$$Recall = \frac{TP}{TP + FN}$$
Table 1 shows performance metric computation of our proposed framework.

Table 1 computed class performances

<table>
<thead>
<tr>
<th>S.No</th>
<th>Methods</th>
<th>Recall</th>
<th>Precision</th>
<th>Specificity</th>
<th>Accuracy</th>
<th>Early detection (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Image processing</td>
<td>86%</td>
<td>79%</td>
<td>81.5%</td>
<td>80%</td>
<td>50%</td>
</tr>
<tr>
<td>2</td>
<td>Single classifier (Naïve Bayes)</td>
<td>80%</td>
<td>77%</td>
<td>80%</td>
<td>75%</td>
<td>60%</td>
</tr>
<tr>
<td>3</td>
<td>Single classifier (SVM)</td>
<td>90%</td>
<td>88%</td>
<td>89%</td>
<td>94%</td>
<td>65%</td>
</tr>
<tr>
<td>4</td>
<td>Proposed deep features CNN</td>
<td>92%</td>
<td>89.5%</td>
<td>92%</td>
<td>97%</td>
<td>96%</td>
</tr>
</tbody>
</table>

Figure 7 shows the graph plotting the obtained performance measure parameters for our proposed framework.

![Performance Measures of Proposed framework](image)

**Figure 7** Overall performance measures of proposed framework

The graph shows the proposed framework class performance computation that shows the superiority than other methods. An early detection can be performed in well manner by using our proposed framework. All other fundamental performance parameters show the the performance of the proposed method work is good and it is greater than the other existing methods.
6. CONCLUSION

Thus, the proposed framework has detected the spot of HE in the blood vessels of the retinal images by performing a dense deep feature extraction. The early detection can be performed in a very successful and efficient manner by using the CCN based deep learning classification. The performance metrics for the proposed algorithm has been tabulated and further it is compared with the traditional approach for the detection of diabetic retinopathy from the input image. The primary objective of this study is to employ transfer education in order to improve previously learned task network parameters for performing enhanced image categorization. In the future, the suggested architecture will be extended to include images from the unfiltered world in real-time. For real situations in clinical applications, further testing is essential and the system should be robust. Such approaches might enable healthcare practitioners to consult more patients to promptly diagnose them. This will mean that, the incorporation of large archives into deep learning systems will be highly essential in the near future [29, 30].
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