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Abstract 

This study analyses the feelings and opinions expressed in product reviews by utilizing 

NLTK (Natural Language Toolkit) and deep learning models to forecast customer sentiments 

and evaluate the probability of product purchases based on the review information available. 

The study examines the sentiment analysis applied to the Flipkart product reviews using a 

sentiment dataset. The NLTK, VADER, and RoBERTa models are evaluated for their 

effectiveness in predicting the sentiment of the customers. The analysis shows that the 

VADER, as a rule-based model is efficient in handling short and simple reviews but faces 

challenges with more complex sentiments. Meanwhile, RoBERTa outperforms VADER, with 

a Mean Absolute Error (MAE) of 0.12 and an R2 value of 0.85. The comparative study shows 

the ability of RoBERTa to capture subtle emotions in customer reviews and accurately 

understand customer feedback, proving to be valuable in e-commerce for optimizing product 

recommendations and customer satisfaction. 
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1. Introduction 

Recently, social networking sites, such as Twitter, Facebook, Instagram, and many others 

have become popular platforms for sharing opinions about a particular incident, individuals, 

and events. The feedback offered is often constructive in helping to improve the service, 
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thereby enhancing customer satisfaction.  Sentiment analysis is used to monitor and understand 

online reviews, enabling businesses to customize their products and services to meet customer 

needs and make the product successful. Figure 1 below shows the various types and algorithms 

of sentiment analysis [1,2].  

 

 

 

Figure 1. Types and Algorithms of Sentiment Analysis (https://marutitech.com/introduction-

to-sentiment-analysis/) 

Sentiment analysis has emerged as an essential tool in understanding customer opinions, 

particularly in e-commerce, where product reviews can significantly influence purchasing 

decisions. However, the field faces several challenges, including the complexity of natural 

language, the ambiguity in text, and variability in linguistic expressions. Traditional methods 

often struggle to capture the complex sentiment in large datasets, leading to inaccurate 

predictions. The study presents a comparison of the traditional rule-based model and the 

advanced deep learning model and highlights the superiority of the deep learning model over 

the traditional rule-based model [3-5].  

The study aims to compare the performance of VADER, the rule-based model, and 

RoBERTa, an advanced deep learning model, using the sentiment dataset from Flipkart product 

reviews.  The results show the ability of RoBERTa to optimize product recommendations and 

enhance customer satisfaction. 
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2. Literature Review 

Sentiment analysis, a knowledge-based classification problem, is gaining popularity due 

to the growing number of reviews, surveys, and social media posts. The study discusses two 

AI-based approaches: rule-based reasoning and case-based reasoning, their principles, 

strengths, and limitations, and their application in sentiment analysis [6]. The research work in 

[7] suggests an approach to perform a party-based sentiment analysis using the rule-based 

approach and performs an aspect-based sentiment analysis to identify the level of sentiment in 

each sentence that is related to a particular party of a court case. The rule-based approaches, 

including Classic NLP techniques, stemming, tokenization, speech tagging, and machine 

learning parsing, using advanced Python language are adopted for the social media review 

comments of products and determines whether or not the text is positive, negative, or neutral 

[8]. Useful insights from sentiments can also be derived using machine learning approaches. 

The study in [9] compares the various machine-learning models and demonstrates, through the 

experimental analysis performed on the tweet dataset, that logistic regression outperforms other 

models support vector machine, naïve bayes with an accuracy of 82.5%. The author Verma and 

his team [10] conducted a survey on the sentiment analysis of social networking sites using 

lexicon and machine learning approaches to identify the opinions put forth by the users and 

determine the strength of the sentiments towards a particular product.  This method uses lexicon 

resources to analyze reviews, handling polarity shifts, and incorporating intensifiers, 

punctuation, and acronyms. Words with opinions are extracted for scoring, and machine 

learning algorithms are applied. Experimental results show the model effectively identifies 

reviews' sentiments [11]. To overcome the limitations of the traditional approaches the deep 

learning approaches were introduced in the sentiment analysis.  The review presents the recent 

studies on sentiment analysis on social networks, focusing on deep learning models to address 

challenges in natural language processing (NLP). It reviews models using the term frequency-

inverse document frequency (TF-IDF) and word embedding and compares experimental results 

for different models and input features [12]. The deep learning algorithms, integrated with the 

machine learning models, perform better in analysing complex sentiments in large datasets and 

are utilized in organizations and businesses to make their products successful and enhance 

customer satisfaction [13]. The capability of the deep learning models to learn complex patterns 

automatically without manual feature extraction makes it a popular solution for sentiment 

analysis with limited labeled datasets [14]. This makes the deep learning algorithm well suited 
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for the aspect-based sentiment analysis [15] and multimodal sentiment analysis [16], 

overcoming the challenges and enhancing the performance.   

The proposed study compares the sentiment analysis using VADER [17] and RoBERTa 

[18] on the Flipkart review dataset and highlights the capability of the deep learning model 

over the rule-based approach in terms of Mean Absolute Error (MAE) and R-squared (R²). 

3. Methodology 

The study compares two different sentiment analysis modules to analyze the customer 

review taken from Flipkart 

Figure 2 below shows the flowchart of the comparative analysis. 

 

    Figure 2. Flowchart of the Comparative Analysis 

3.1 Data Collection 

The proposed study utilizes the review comments for the products purchased by the 

customers from Flipkart, as dataset [19]. It includes 205,502 rows with main features of the 

product, such as product name, price, the ratings for the product, review comments for the 

product, and summary. The reviews were based on the experience of the customer about the 

104 different product that are available on the Flipkart and the products purchased.  The Figure 

3 shows the review distribution for the star ratings. 
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Figure 3. Review Distribution vs Star Ratings 

3.2 Data Cleaning 

The proposed study utilizes the NLTK (Natural Language ToolKit) to clean the dataset 

by removing the punctuation, special characters, and stopwords, as they do not carry significant 

meaning in sentiment analysis. It also performs tokenization, and lemmatization, and converts 

all the text to lowercase so as to reduce the redundancy and ensure consistency in the word 

representation. 

3.3 Sentiment Analysis 

The study compares the performance of VADER (Valence Aware Dictionary and 

sEntiment Reasoner) and the RoBERta on sentiment analysis using the Flipkart review dataset. 

VADER is a lexicon and rule-based sentiment analysis tool specifically designed for social 

media texts and short reviews. The pre-built sentiment lexicons are utilized to assign the 

sentiment scores to the individual words. Each tokenized and pre-processed review is analyzed 

using the VADER to obtain the sentiment score and classify the reviews as positive negative 

or neutral based on the compound scores:  >0.05 (positive), -0.05 ≤ compound score ≤ 

0.05(neutral), < -0.05 (negative). RoBERTa is a transformer-based model that is fine-tuned for 

the sentiment analysis task. The Hugging Face Transformers library is used in this 

implementation to enable efficient model configuration and training. Using the pre-processed 

Flipkart dataset, the RoBERTa model is optimized over five epochs, using a learning rate of 

2e-5 and a batch size of 32. Cross-entropy loss is the selected loss function, and AdamW is the 

optimizer that is being used. The pre-processed reviews are sent into the RoBERTa model once 

it has been fine-tuned to produce sentiment predictions. This model thoroughly analyzes 

consumer sentiments in the dataset by using its contextual understanding of the text to generate 

sentiment categories. The Figure 4 shows the flow diagram of the sentiment analysis process. 
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Figure 4. Module Flow Diagram 

4. Results 

VADER analyses the sentiment of the review without requiring training, as it is simply 

applied over the entire dataset. While RoBERTa the pre-trained transformer is fine-tuned using 

the 80% training dataset and evaluated on the 20% testing dataset.   

Google Colab was utilized in the implementation of the proposed study. The libraries 

NLTK, Numpy, and Pandas were used for preparing data. VADER (from NLTK) was used for 

rule-based sentiment categorization in sentiment analysis, while RoBERTa was accessed 

through the Hugging Face Transformers library. PyTorch was necessary for model training and 

fine-tuning RoBERTa. Finally, Scikit-Learn was utilized to determine metrics including 

accuracy, precision, recall, and F1-score to evaluate the model's performance. Matplotlib and 

Seaborn were used to illustrate the results of the study.   

4.1 Metrics Used 

MAE—Mean Absolute Error: This was computed as the mean of the absolute 

differences between predicted sentiment scores 𝒚̂𝒊and the actual sentiment label 𝒚𝒊. It states the 

average of how far the predictions are  

𝑀𝐴𝐸 =  
1

𝑛
 ∑|𝑦𝑖 − 𝑦̂𝑖|

𝑛

𝑖−1

 

 MSE—Mean Squared Error: This was calculated as the mean of the squared 

differences between the predicted sentiment scores 𝒚̂𝒊 and the actual sentiment label 𝒚𝒊. MSE 

penalizes larger errors more heavily due to the squaring, making it useful for placing a stronger 

emphasis on larger deviations 
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𝑀𝑆𝐸 =  
1

𝑛
  𝑖 = 1 ∑ 𝑛(𝑦𝑖 − 𝑦̂𝑖)2 

 

 R-squared: This was calculated to assess how much variability in the sentiment data 

is explained by using a model. R-squared compares predicted sentiments in the model to a 

baseline model (the mean of the actual sentiments 𝒚̅𝒊). Generally, a higher R² indicates a better 

fit of the model to the data. 

𝑅2 = 1 −  
∑ (𝑦𝑖 − 𝑦̅𝑖)2𝑛

𝑖=1

∑ (𝑦𝑖 − 𝑦̂𝑖)2𝑛
𝑖=1

 

 

The Table 1 below shows the comparison of the evaluation metrics for the VADER and 

RoBERTa 

 

 

Table 1. Performance Scores of VADER and ROBERTa 

MODEL MAE MSE R-SQUARED 

VADER 0.18 0.05 0.70 

ROBERTa 0.12 0.03 0.85 

 

Mean Absolute Error (MAE) and Mean Squared Error (MSE) help determine how well 

the model's predictions align with the true values, and R² provides a measure of how well the 

variation in sentiment scores is explained by the model.  

The MAE for RoBERTa is lower than that of VADER, indicating that RoBERTa's 

predictions are, on average, closer to the true sentiment scores than those of VADER. This 

suggests that RoBERTa provides more accurate sentiment predictions. Similarly, the MSE for 

RoBERTa is lower than that of VADER. This further supports the fact that RoBERTa's 

prediction errors are less frequent and less significant as MSE penalizes larger discrepancies 

more severely than MAE. Furthermore, RoBERTa's higher R² value indicates that it explains 

a larger percentage of the variance in sentiment scores compared to VADER. With an R² value 

of 0.85, RoBERTa captures 85% of the variability in sentiment scores, while VADER captures 

only 70%. This demonstrates that RoBERTa is more effective at modeling the underlying 

patterns in the data. 
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 The Figure 5 and 6 shows the score assigned based on the review comments, such as 

“the product was good”, I like the product”, “Worst” and “Bad” etc, and the summary of the 

review features. 

 

Figure 5. Sentiment Score for Rating Score 

 

 

Figure 6. Summary of Review Features 

5. Conclusion 

The comparative study on the rule-based and the advanced deep learning model shows 

that RoBERTa performs better than VADER overall on all three metrics, outperforming 

VADER with a higher R-squared value and lower MAE and MSE values. These findings 

suggest that RoBERTa is a superior option for applications needing accurate sentiment 

predictions since it offers a more robust and accurate sentiment analysis than VADER. 

RoBERTa's improved performance can be due to its advanced deep learning architecture, 
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which makes it more capable of comprehending language complexities and context than 

VADER's rule-based method. 
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